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Abstract

Are the gains from trade unequally distributed in society? This paper presents new evidence

on the distributional effects of trade on education groups in the U.S. through both consumer prices

(expenditure channel) and wages (earnings channel). Our analysis, guided by a simple quantitative

trade model, leverages linked datasets that cover the entire U.S. economy and include detailed spending

data on consumer packaged goods and automobiles. First, we show that the expenditure channel is

distributionally neutral due to offsetting forces. College graduates spend more on services, which are

largely non-traded; however, their spending on goods is skewed towards industries, firms, and brands

with higher import content. Second, on the earnings side, we find that college graduates work in

industries that (1) are less exposed to import competition, (2) export more, (3) are more income-

elastic, and (4) use fewer imported inputs. The first three forces cause trade liberalizations to favor

college graduates; the fourth has the opposite effect. Finally, we combine and quantify the expenditure

and earnings channels using the model. A 10% reduction of all import and export barriers generates a

modest increase in inequality between education groups, primarily due to the earnings channel. Welfare

gains are 16% higher for college graduates, whose real income increases by 2.02% compared to 1.74%

for individuals without a college degree. Reductions of import barriers with China have qualitatively

similar implications.
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1 Introduction

Are the gains from trade, and the losses from protectionism, unequally distributed in society? Despite

extensive research, the answer to this question remains debated. In the United States, policymakers on

both sides of the aisle have recently proposed increasing import tariffs with major trading partners amid

growing concerns over the impact of trade on inequality.1 Both canonical and more recent trade theories

predict that trade should negatively impact the earnings of low-skilled U.S. workers.2 However, an emerg-

ing line of research suggests that the benefits of trade from falling consumer prices may disproportionately

accrue to low-income populations (Fajgelbaum and Khandelwal, 2016). The net effect on inequality is

therefore ambiguous.

This paper provides new evidence on the distributional effects of trade through both consumer prices

(expenditure channel) and wages (earnings channel), and thus on the net distributional effects. Our

analysis is based on linked datasets that cover the consumption and production sides of the entire U.S.

economy and include expenditure microdata on consumer packaged goods and automobiles merged with

restricted access customs data. To preserve tractability of the labor market analysis, we focus on the effects

on two groups of Americans: those with and without a college degree. We show that the expenditure

channel is distributionally neutral, while the earnings channel moderately favors college graduates.A set of

intuitive reduced-form statistics—moments of the data that capture the differential exposure of education

groups to trade—plays a central role in our analysis. The key statistic that governs the expenditure

channel is the differential share of spending on imports, both directly via purchases of imported products

and indirectly via imported intermediate inputs. The group that spends relatively more on imports enjoys

greater purchasing-power benefits of trade liberalization. Similarly, the earnings channel depends on labor

market differences in the exposure to trade; specifically, differences in import penetration, export shares,

usage of imported intermediate inputs, and income elasticities between the industries that employ workers

of different education.

These statistics emerge from a simple quantitative trade model. We build this model with three

goals: to guide the reduced-form measurement, to perform the counterfactual analysis of trade policies,

and to isolate the contributions of different mechanisms to the distributional effects. The counterfactuals

necessarily rely on the model assumptions, which we discuss in detail below.

The first part of the paper compares spending on imports (both direct and indirect) between education

groups using three new datasets that integrate expenditure microdata with importing statistics. First,

we match spending categories in the Consumer Expenditure Survey (CEX) to detailed goods and service

1Donald Trump proposed a 45% tariff on imports from China during his campaign and a 20% tariff on imports from Mexico
in the first days of his presidency (Haberman, 2016; Porter, 2017). Concurrently, Senate Democrats proposed protectionist
measures against China, in an attempt to “outdo Trump on trade” (Appelbaum, 2017). This pushback against free trade
stems from the perception that a host of social ills, including growing inequality, are due to the globalized marketplace
(Bohlen, 2016).

2In the Hecksher-Ohlin model with two sectors and two factors of production, the Stolper and Samuelson (1941) theorem
implies that opening up to trade reduces the wage of the relatively scarce factor. Since the U.S. is skill-abundant, wages of
low-skilled workers would fall. See Burstein and Vogel (2017), Caron et al. (2017), and Cravino and Sotelo (2017), among
others, for different mechanisms.
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industries in the national accounts and trade statistics from the Bureau of Economic Analysis (BEA).

The merged dataset covers the universe of spending, accounting for trade in intermediate goods and in

services. Second, for consumer packaged goods, we match products (barcodes) from the Nielsen Homescan

Consumer Panel to their manufacturers or distributors in the confidential U.S. Economic Census and

Customs microdata.3 We proxy for product import content by the share of imports in sales of the

corresponding firm, and for the country of origin by the source of these imports.4 Finally, we link

automobile brands from the CEX questionnaire on car purchases to Ward’s Automotive statistics on U.S.

imports of assembled cars and to the Census of Manufactures and Customs data to account for imported

car parts. Consumer packaged goods and automobiles, for which our data are particularly detailed, cover

around 40% of total expenditure on goods.

We show that the expenditure channel is distributionally neutral as a result of offsetting forces. On

the one hand, college graduates consume a larger share of services, which are largely non-traded. On

the other hand, spending of college graduates on goods is skewed toward industries with higher import

penetration rates, such as electronics relative to food. Moreover, within consumer packaged goods and

automobiles, purchases of college graduates are skewed toward imported brands, particularly those that

come from developed countries and tend to be more expensive. These forces largely compensate each

other, resulting in similar overall spending shares on imports across education groups.

The patterns are similar when we compare import spending across income groups. Our results stand

in contrast with Fajgelbaum and Khandelwal (2016) who infer consumption baskets of different groups

based on aggregate international trade flows and a structural model. While their model has attractive

aggregation properties and can be estimated without detailed data, it predicts substantially larger import

spending by low-income groups, which we do not find in the U.S. data.5

We also document differences in spending on imports from specific countries of origin, in particular

from China. Consistent with our prior, Chinese brands of consumer packaged goods are less expensive and

tend to be purchased more often by individuals without a college degree. However, imports from China

are concentrated in industries with a higher expenditure share by college graduates (e.g. electronics),

providing an offsetting force.

The second part of the paper presents the reduced-form patterns governing the earnings channel. We

find that college graduates work in industries that (a) are less exposed to import competition (overall and

from China), (b) export more, (c) sell income-elastic products, and (d) have a lower share of imported

intermediate inputs. Viewed through the lens of the model, trade liberalization increases the college wage

premium through the first three effects and decreases it through the fourth. Indeed, import-competing

3Our data cover food, beverages, household supplies, health and beauty products, and other supermarket items.
4With this strategy, we capture imports of both final products and intermediate inputs. The bridge is constructed at

the firm level (by name and address), so barcodes that belong to the same firm are assigned the same import intensity. We
address the attenuation bias that may result from such aggregation.

5Their estimates imply that the spending share on imports is around 8 percentage points higher for consumers at the 75th
percentile of income distribution relative to the 25th percentile, on average across countries (Figure XII). While comparable
figures are not available for the U.S., they are likely to be as strong, based on the large pro-poor gains relative to autarky
reported in Table V of their paper.
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industries shrink due to trade, which reduces labor demand for the skill group they are intensive in.

Furthermore, trade induces an expansion of industries which export, are income-elastic or use imported

inputs; these industry expansions affect relative labor demand accordingly.6

The finding that college graduates are less exposed to import competition may appear consistent with

the familiar Hecksher-Ohlin prediction: as a skill-abundant country, the U.S. should import in low skill-

intensive industries. However, this interpretation is largely misguided: we document that the differential

exposure is caused by service industries, which hire more college graduates and are subject to less import

competition. Offsetting this effect, college-educated workers are employed in goods-producing industries

that are subject to more import competition.

The third part of the paper performs counterfactual analyses, based on a model of a small open

economy similar to Caron et al. (2017), Cravino and Sotelo (2017), and Morrow and Trefler (2017). The

economy is populated by skilled and unskilled agents, whose preferences over composite goods of different

industries belong to a flexible class that combines non-homotheticities as in Comin et al. (2016) with a

nested CES structure. Agents inelastically supply a unit of labor and are freely mobile across industries.

Industries, which include goods and services, supply varieties that are differentiated by country of origin,

in a way that generates a standard gravity equation. Markets for each variety are perfectly competitive,

and production technologies exhibit constant returns to scale. Trade flows in the model are shaped by

product differentiation and arbitrary differences in technology and skill endowments. We perturb the

equilibrium observed in the data with a counterfactual trade shock and characterize the impact on prices

and wages in comparative statics using a first-order log-linear approximation.7

The virtue of the model is its tractability: general equilibrium counterfactuals can be computed based

on the simple reduced-form statistics documented in the previous parts of the analysis.8 Specifically, the

small open economy assumption implies that trade policy shocks do not affect foreign factor prices; hence

U.S. data are sufficient for the analysis. The assumption of perfect competition in turn generates com-

plete pass-through of trade costs into prices, which implies that differential spending on imports governs

the expenditure channel in the log-linear approximation. On the earnings side, the class of preferences

we employ simultaneously allows for income effects of trade and rich but tractable import competition

effects. Finally, free mobility of workers conveniently reduces inequality to a single dimension—education.

Mobility costs are known to be important for the transitory effects of trade (e.g. Artuç et al., 2010, Autor

et al., 2014, Traiberman, 2016, and Galle et al., 2017), but should play a smaller role in the long-run.9

6Income-elastic industries expand because trade generates additional real income for domestic consumers, which is dis-
proportionately spent on income-elastic products.

7Our analysis differs from the sufficient statistic approach of Arkolakis et al. (2012): they evaluate unobserved historical
shocks, while we focus on pre-specified counterfactual trade policies that perturb the current equilibrium. Accordingly,
changes in equilibrium objects over time constitute the data for them, while we rely on the snapshot of the equilibrium.

8In addition, we need standard structural elasticities, namely trade elasticities and elasticities of substitution across the
product space on the demand side, as well as the aggregate elasticity of substitution between workers with and without a
college degree on the supply side.

9Even in the short run, our estimates of the between-group inequality need not be biased: while low-skilled manufacturing
workers suffer more in presence of mobility costs, low-skilled non-manufacturing workers are better insulated from trade
shocks, creating a countervailing force.
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Using the model, we show that the distributional effects of trade moderately favor college graduates,

mostly through the earnings channel. A 10% reduction in trade barriers with all U.S. trading partners

generates welfare gains that are positive for both groups but 16% higher for college graduates (2.02% vs.

1.74%, measured a fraction of their consumption).10 Differences in import penetration, export shares, and

income elasticity contribute similar amounts to the earnings channel. Imported intermediate inputs mildly

reduce it and general equilibrium forces slightly strengthen it. The expenditure channel does not offset

the earnings channel; instead, it is also biased in favor of college graduates but is small in magnitude. We

also consider a 10% reduction in prices of imports from China specifically and find qualitatively similar

effects.11

In sum, this paper makes three contributions to the literature on the distributional effects from trade.

Our main contribution is to show that the expenditure channel is distributionally neutral in the United

States. Additionally, we quantify the relative importance of various mechanisms contributing to the

earnings channel, which favors college graduates. Finally, we develop a simple framework, in which a set

of reduced-form statistics governs the distributional effects from trade policies and which can be applied

to other countries and time periods.

Related Literature. This paper contributes to the growing literature on the distributional effects of

trade through the expenditure channel. A few papers use international trade data to predict spending on

imports for different income groups through the structure of the demand system: doing so, Fajgelbaum

and Khandelwal (2016) and He and Zhang (2017) found strong pro-poor effects of the expenditure channel

for all countries, while the estimates of Nigai (2016) are pro-rich. In contrast, the estimates reported in this

paper are based on direct observation of consumption baskets for both domestic and imported products

and therefore require minimal structural assumptions to characterize the magnitude of the expenditure

channel. Furthermore, a small number of papers directly measure spending on imports and compare them

across consumer groups: Porto (2006) for Argentina, Faber (2014) for Mexico, and Levell et al. (2017),

Dhingra et al. (2017), and Breinlich et al. (2017) for the U.K. Data limitations force these papers to focus

only on particular types of differential spending.12 In contrast, our paper considers the entire economy,

taking into account imports of both final and intermediate goods, and at the same time uses very detailed

data on consumer packaged goods and automobiles to address potential aggregation bias.13

10The shock we consider can be interpreted as a 10 percentage point reduction in ad valorem tariffs, ignoring the extra
tariff revenue, or as a reduction in transportation costs which makes imported and exported goods 10% cheaper.

11For this shock, the net gains are 38% higher for college graduates, but small in absolute value for both groups (0.197%
vs. 0.142% of consumption).

12Porto (2006) captures differences in spending across seven large categories of final goods and services, Faber (2014) looks
at imported intermediate inputs, Levell et al. (2017) limit their analysis to 9 categories of food, and Dhingra et al. (2017) and
Breinlich et al. (2017) consider 12–13 broad groups of goods and services consumed by households. The paper by Furman et
al. (2017) is also related: they merge the CEX consumption data by group with import shares for 14 categories of spending
but, focusing on the incidence of tariffs, do not report differential import spending.

13Our work is also related to papers that measure the impact of trade and exchange rates on prices indices. Bai and
Stumpner (2017) and Broda and Romalis (2008) examine distributional effects at the level of product categories, while we
extend the analysis to the level of firms within categories. Cravino and Levchenko (2017) and Hottman and Monarch (2017)
capture within-category patterns too, but they rely on structural assumptions due to data limitations. Amiti et al. (2017)
investigate the effect of China’s WTO entry on the U.S. manufacturing price index, but they do not document distributional
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The relationship between our work and the extensive literature on the distributional effects of trade

through the earnings channel is twofold. First, the modeling framework allows us to assess the relative

importance of the key mechanisms studied in the structural literature on the earnings channel separately.

Beyond the role of skill endowment emphasized by the Stolper-Samuelson theorem, more recent papers

focus on the contributions of non-homothetic preferences (Caron et al., 2017), complementarity between

goods and services (Cravino and Sotelo, 2017), and the skill bias of exporters (Burstein and Vogel, 2017).

Second, our findings are consistent with the existing empirical literature. Tests of the Hecksher-Ohlin

model have documented that in the United States the skill content of net imports is small, implying that

trade does not generate large changes in inequality through the earnings channel, in line with our findings

based on a more flexible model. Moreover, Autor et al. (2013) show that trade with China induced a

significant fall in U.S. manufacturing employment in the 1990s and 2000s, which is consistent with our

calibration.14

Finally, this paper contributes to the emerging literature on the joint analysis of the expenditure and

earnings channels. To the best of our knowledge, there are only two papers in this space: Porto (2006)

uses time-series regressions to estimate the impact of trade-induced price changes on wages and domestic

prices, while He and Zhang (2017) generalize the structural model of Fajgelbaum and Khandelwal (2016).

As previously discussed, we take a different approach by focusing on a set of reduced-form statistics

measured in detailed data.

The remainder of the paper is organized as follows. Section 2 presents the model. Sections 3–5 report

estimates of spending on imports: Section 3 focuses on patterns across industries covering the entire U.S.

economy, Section 4 provides estimates using scanner data for consumer packaged goods, and Section 5

presents the patterns using detailed expenditure data on automobiles. Section 6 reports the reduced-form

patterns on import competition, exports, income elasticities and the use of imported intermediate inputs,

which together govern the earnings channel. Finally, Section 7 presents the estimates of the distributional

effects from trade policies, feeding the reduced-form patterns from the previous sections through the

model. Section 8 concludes.

2 Theory

We develop a model to characterize the welfare consequences of counterfactual changes in trade costs

across skill groups.15 This section first presents the model in a special case without input-output linkages

and then describes the full model used for counterfactual analyses.

effects.
14Several approaches in the literature reached the same general conclusion that globalization was not an important cause

of the rising skill premium in the U.S. in the 1980s (e.g. Borjas et al., 1997, Krugman, 2000, Lawrence and Slaughter,
1993, and Berman et al., 1994). Autor et al. (2013) estimate the negative impact of trade on U.S. employment at the level
of commuting zones but remain largely silent about the effect of trade on inequality, because they do not document the
distribution of trade shocks across commuting zones.

15Appendix A provides the proofs. To facilitate reading, Table A1 provides a catalog of variables used.
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2.1 Setup

Trade, Preferences, and Technologies. We study a static global economy with C + 1 countries in

which international trade is shaped by product differentiation, cross-country differences in technologies

and endowments, and trade costs. The United States is denoted c = H (Home) and the set of all other

countries F (Foreign). The home economy is assumed to be sufficiently small, such that shocks to trade

costs between Home and any other countries do not affect foreign prices for goods and factors.16

The home economy is populated by two types of agents: skilled (i = S) and unskilled (i = U), with

measures Li. They derive utility U
(
Qi1, . . . , Q

i
J
)

from consuming composite products of J industries,

which include both goods and services. They spend Xi
j = pjQ

i
j on the industry j products, which

constitutes a share sij = Xi
j/Xi of their total spending Xi =

∑
j X

i
j . Agents all inelastically supply one

unit of labor. We assume that labor is freely mobile across industries (but not across countries), implying

that domestic wages wi differ only across skill levels, not within. Prices and wages are measured relative

to a foreign numeraire. We allow the budget to be imbalanced to account for the large trade deficit in

the U.S., assuming that the total expenditure of each agent is a multiple of her wage, Xi = ζwi, with an

exogenous constant ζ > 1.17

To model domestic preferences, we use a flexible demand system that embeds non-homothetic CES

preferences from Hanoch (1975) in a two-tier nesting structure. This demand system captures comple-

mentarity between goods and services (the upper tier) and substitution between industries (the lower tier)

within each of the two sectors. It inherits the desirable property of non-homothetic CES that income and

price elasticities are shaped by independent parameters (see Comin et al., 2016; Matsuyama, 2017). These

features of the demand system allow us to jointly accommodate and compare several mechanisms that

have previous been examined in isolation.18 Non-homothetic nested CES utility is defined recursively by

Ui =

(∑
r

(
Qir
)(ρ−1)/ρ

)ρ/(ρ−1)

, r = Goods,Services

Qir =

∑
j∈r

(
ajU

ϕj−1
i

)1/εr (
Qij
)(εr−1)/εr

εr/(εr−1)

,

(1)

where ρ and εr are elasticities of substitution between and within sectors, respectively, and primitive

16According to the World Development Indicators database, exports from the U.S. constitute only 3.9% of absorption
in other countries while exports to the U.S. account for only 5.5% of foreign production. In our model with product
differentiation, these patterns suggest that the impact of U.S. trade cost shocks on prices outside the U.S. is likely to be
limited.

17U.S. imports were 47% higher than exports in 2007, therefore assuming balanced trade would be counterfactual. Our
assumption that the ratio of expenditures to income is constant is still imperfect: net imports as a fraction of GDP (ζ − 1 in
the model) have fluctuated historically from 1.1% in 1997 to 5.6% in 2005 and back to 2.9% in 2015 (see Figure A1). Our
approach differs from a more common assumption stating that the absolute value of net imports is fixed (Dekle et al., 2008),
but it is more tractable in a model with multiple factors because we do not need to keep track of income and expenditure
changes separately.

18See Cravino and Sotelo (2017) on the role of complementarity between goods and services and Caron et al. (2017) on
non-homotheticities. We also accommodate Stolper-Samuelson type forces, as well as the role of intermediate inputs, to
which we return in Section 2.3.
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parameters {ϕj} determine the income elasticity of each industry, which we denote by {ψj}.19

Each industry j consists of a set of differentiated varieties sold in perfectly competitive markets. The

structure of product differentiation we impose gives rise to a standard industry gravity equation. For

brevity of notation, we use the Armington (1969) formulation of the product space: there is one variety

per country and industry, and varieties are combined with constant elasticity of substitution ξj , so that

Qj =
(∑

c b
1/ξj
jc Q

(ξj−1)/ξj
jc

)ξj/(ξj−1)
, where bjc are taste shifters. Accordingly, the industry price index is

pj =
(∑

c bjcp
1−ξj
jc

)1/(1−ξj)
, where prices of imported products pjc are inclusive of iceberg trade costs τjc.

The microfoundation from Eaton and Kortum (2002) is isomorphic to this setup.20 The results are also

unchanged if the number of varieties varies by country and industry, as long as there is no entry or exit.

Domestic production combines labor inputs with materials from various industries, and there are no

other factors of production. Output is given by QjH = FjH

(
LjS , L

j
U ,M

j
)

, where FjH is some constant

returns to scale function, Lji is type-i labor employed in j, and M j are materials purchased from other

industries.21 Mirroring spending shares, eji = wiL
j
i/wiLi denotes the equilibrium share of group i’s

earnings that industry j accounts for.

We remain agnostic about foreign endowments, preferences, and technologies, requiring only that

foreign buyers aggregate varieties across countries of origin with the same elasticity ξj as domestic buyers.

Since Home is small and does not affect industry price indices abroad, there are no cross-price effects,

and export demand elasticity for domestic products is also ξj . Therefore, the quantity of exports satisfies

QExport
jH = aExport

j

(
pjHτ

∗
j

)−ξj
, where τ∗j is the exporting iceberg trade cost and aExport

j are constants.22

Counterfactuals. The equilibrium is defined by (i) the demand relationships for domestic consumers

of each skill type and for foreign consumers, (ii) zero profit conditions for domestic and foreign producers,

and (iii) labor and product market clearing conditions (see Appendix A.1). To characterize how the

equilibrium responds to counterfactual trade shocks, we rely on a first-order log-linear approximation

around the equilibrium, which is precise when the trade shocks are small.23 Formally, we use the “hat

algebra” of Jones (1965): we consider a set of small price and wage shocks p̂j and ŵi induced by trade

liberalization, where hats denote relative changes from the original equilibrium.

The distributional effects of a change in trade policy depend on the set of industries and of trading

partners that are affected by the policy change. Considering trade policies skewed towards specific indus-

19Preferences reduce to homothetic nested CES when ϕj ≡ 1, in which case demand shifters do not depend on the utility
level, and to non-homothetic CES from Hanoch (1975) when εr ≡ σ. See equation (A22) in the Appendix for the general
expression for ψj . While income elasticities theoretically must depend on income, we will ignore the differences in ψj across
types and equilibria, viewing them as fixed industry characteristics, as in Aguiar and Bils (2015).

20In the Eaton and Kortum version, the Fréchet parameter plays the role of the trade elasticity ξj − 1.
21We use superscripts (subscripts) to indicate buyers (sellers). Agents are buyers in the product markets and sellers in the

labor market.
22This is the quantity delivered to foreign consumers, at price pjHτ

∗
j per unit.

23It is instructive to draw a distinction between our counterfactuals and the sufficient statistic approach of Arkolakis et
al. (2012). We study the effects of a pre-specified counterfactual shock to trade barriers, while they evaluate the impact of
historical changes in trade barriers. Accordingly, our results are based on detailed information about the current equilibrium,
at which the counterfactual policy is implemented, instead of the changes between two equilibria in different years, as in
their paper.
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tries or trading partners, one could plausibly generate any result. To discipline the analysis, we consider

two policies that are uniform across industries: (i) a bilateral reduction of tariffs with all foreign countries,

and (ii) a unilateral reduction of tariffs on Chinese imports. The first policy reduces consumer prices for

all imported goods at home and exported goods abroad, so we interpret its effects as the overall distribu-

tional effects of international trade. The second policy is motivated by the large increase in imports from

China in recent years and by the evidence for its sizable employment effects (Autor et al., 2013, 2014;

Caliendo et al., 2017). These policies can be thought of as changes in tariffs, but reductions of iceberg

transportation costs or of other value-based barriers are isomorphic.24 We parameterize each policy as

a combination of a U.S. import tariff change τ̂ that affects some set of foreign countries c and a tariff

change τ̂∗ in all foreign countries for U.S. goods. The bilateral trade shock corresponds to c = F and

τ̂∗ = τ̂ , whereas the China shock is parameterized by c = China and τ̂∗ = 0. Negative values of τ̂ and τ̂∗

correspond to liberalizations.

Defining Welfare. To evaluate welfare changes in a way that is comparable across agents, we follow

the standard approach in the literature by using a money metric for utility: Ûi is defined as the equiv-

alent variation EVi divided by original expenditures Xi.
25 For example, Ûi is equal to 0.01 if the trade

liberalization is equivalent, in utility terms, to increasing total spending by 1% at the original prices.

For small shocks, the envelope theorem (Roy’s identity) implies that price reductions benefit each type

of consumer in proportion to their spending share for this industry, regardless of the demand system:26

Û i ≡ EV i

Xi
= ŵi −

∑
j

sij p̂j ≡ ŵi − π̂i, (2)

where π̂i is the Laspeyres price index.

From (2), differential gains between two skill groups can be decomposed into components related to

changes in prices and wages, which we label the expenditure and earnings channels:

ÛS − ÛU = − (π̂S − π̂U )︸ ︷︷ ︸
Expenditure channel

+ ŵS − ŵU︸ ︷︷ ︸
Earnings channel

. (3)

Positive values indicate the effects that favor the skilled group (“pro-skilled”), and both channels are

invariant to the choice of the numeraire. Average welfare gains admit a similar representation as the

24Following most of the trade literature, we ignore revenues generated by tariffs. For a recent treatment on the distinction
between tariffs and generic iceberg trade costs, see Felbermayr et al. (2015).

25See Theil (1975); Deaton (1989); Fajgelbaum and Khandelwal (2016); Nigai (2016). Because we allow for trade imbal-
ances, expenditures rather than income is the relevant denominator. With the money metric, we bypass the question of
whether the unskilled value an additional dollar more than the skilled.

26Intuitively, because consumers are optimizing, re-optimization of expenditure shares in response to small changes in
relative prices has only a second-order effect on welfare. The first-order effect is the money the agent saves by paying lower
prices, holding spending shares constant.
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difference between average wage growth and inflation.27 Using bars for economy-wide averages,

ˆ̄U = ˆ̄w − ˆ̄π ≡ [v̄ŵS + (1− v̄) ŵU ]−
∑
j

sFinal
j p̂j , (4)

where v̄ is the income share of the skilled group in the original equilibrium and sFinal
j =

XS
j +XU

j∑
j(XS

j +XU
j )

is

the share of j in total final spending.

2.2 Welfare Effects of Trade

We characterize the average and differential welfare effects of counterfactual trade shocks in two steps.

First, we treat wage changes as given and solve for the price changes induced by the shock. Second, we

use the labor market clearing condition to solve for wage changes. We focus on the special case without

input-output linkages, assuming that production uses only labor but not materials, and return to the

general case in the next section.

Step 1: Price Changes Conditional on Wage Changes. Deriving price changes is easy in our

model because of perfect competition. First, markups are constant (zero), so prices are determined by

marginal costs with a complete pass-through rate. Second, supply is perfectly elastic, so marginal costs

are determined by factor prices and not directly affected by demand conditions.28 As a consequence,

import prices change one for one with the import tariffs. Similarly, by the envelope theorem (Shephard’s

lemma), domestic price changes p̂jH are shaped by changes in domestic wages:

p̂jH = vjŵS + (1− vj) ŵU

= ˆ̄w + (vj − v̄) (ŵS − ŵU ) , (5)

where vj = wSL
S
j /V Aj is the share of value added paid to skilled workers (a model-consistent measure of

skill intensity) and value added is defined as V Aj = wSL
S
j + wUL

U
j (which coincides with payroll in our

model without capital).

The consumer price index in each industry combines domestic and import price changes:

p̂j = IPjcτ̂ + (1− IPj)
(

ˆ̄w + (vj − v̄) (ŵS − ŵU )
)
, (6)

where weight IPjc =
∑

c∈cXjc/Xj is the industry import penetration from the set of countries affected

by the trade liberalization and 1−IPj = 1−
∑

c∈F IPjc is the domestic share. Plugging the price formulas

27 ˆ̄U measures the total equivalent variation relative to the total expenditure and does not require averaging cardinal utility
levels.

28See Epifani and Gancia (2008) on how economies of scale matter for the distributional effects of trade. Monopolistic
competition with constant markups and free entry would manifest itself as scale effects (cf. Costinot and Rodŕıguez-Clare,
2015).
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above into our expressions for the average gains from trade and the expenditure channel yields:

ˆ̄U = EFinal [IPjc] · (−τ̂) + EFinal [IPj ] · ˆ̄w − EFinal [(1− IPj) (vj − v̄)] · (ŵS − ŵU ) , (7)

− (π̂S − π̂U ) = ∆Final [IPjc] · (−τ̂) + ∆Final [IPj ] · ˆ̄w −∆Final [(1− IPj) (vj − v̄)] · (ŵS − ŵU ) , (8)

where EFinal [zj ] =
∑

j s
Final
j zj is the cross-industry average of variable zj with total final consumption

weights, IPjc =
∑

c∈c IPjc is the import penetration from countries affected by the import shock, and

∆Final [zj ] =
∑

j s
S
j zj −

∑
j s

U
j zj denotes the difference between averages in the consumption baskets of

the two groups.

Equations (7) and (8) show that the average welfare effect and the expenditure channel are governed by

the same three forces. First, an import tariff reduction (−τ̂) directly makes the affected imported varieties

cheaper, which benefits a consumer in proportion to her spending share on these imports. Second, an

increase in domestic wages ( ˆ̄w) relative to foreign wages makes all imports more affordable;29 this channel

benefits a consumer in proportion to her overall spending on imports. Finally, an increase in the skill

premium (ŵS − ŵU ) hurts consumers of skill-intensive domestic varieties.30 We highlight that through

both the first and second forces, the differential spending share on imports is the key statistic for the

expenditure channel.31

Step 2: Solving for Wage Changes. To solve for wage changes, we proceed in three steps. We

first use the labor market equilibrium to relate wage changes to growth in value added across industries.

Then we use the demand system to characterize growth of each industry as a function of tariff and wage

changes. These steps produce a system of equations for wage changes, which we solve in the final step.

Step 2a: Connecting Wages to Industry Sizes. We start with a simple observation: total value

added in all industries is by definition equal to the average wage times the labor supply (total number

of workers). Labor supply is fixed, so the change in the average wage equals the change in total value

added, which is the weighted average of industry growth rates with pre-shock value added as weights:

ˆ̄w =

∑
j V Aj · V̂ Aj∑

j V Aj
≡ EV A

[
V̂ Aj

]
. (9)

29This channel operates even if the shock only affects export tariffs: domestic wages will grow to reduce the trade surplus,
which generates welfare gains.

30This force generates distributional effects if the economy is “segregated”: each group of agents tends to consume from
industries where they are predominantly employed. Then if the skill premium grows in response to trade shocks, the goods
skilled individuals consume will become relatively more expensive, dissipating some of the labor market gains through the
expenditure channel. The same force also generates aggregate gains or losses if total domestic demand is skewed towards
high or low skill-intensive industries, compared with export demand.

31Note that even if pass-through is incomplete, as empirical evidence suggests (e.g. De Loecker and Warzynski, 2012; De
Loecker et al., 2016; Arkolakis et al., 2017), but it is not systematically related to the industry consumer mix, then the
differential spending on imports would remain the key determinant of the expenditure channel. ∆V A [IPj ] shapes both the
direct effects of falling import prices and the pro-competitive effects on markups, which are absent in our model (see Arkolakis
et al., 2017), and the pass-through rate would only rescale those effects.
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We obtain a similar representation for the change in the skill premium (see Appendix A.1 for the proof).

Intuitively, if high skill-intensive industries expand faster than low skill-intensive ones, the relative demand

for skilled labor grows. In equilibrium, labor supply is fixed, so this change in the relative demand has

to be offset by a growing skill premium, which makes all industries switch from high-skilled to low-skilled

workers. Formally,

ŵS − ŵU =
∆V A

[
V̂ Aj

]
σwithin

, (10)

where ∆V A

[
V̂ Aj

]
=
∑

j e
j
SV̂ Aj −

∑
j e

j
U V̂ Aj is the difference in the growth rates of industries where

the skilled and unskilled work (using payroll weights), and σwithin is the elasticity that captures labor

substitution within all industries. Appendix A.1 shows that the elasticity is given by σwithin = 1 +

EV A
[
vj(1−vj)
v̄(1−v̄) · (σj − 1)

]
, where σj is the local elasticity of substitution between labor types in domestic

industry j.32

Step 2b: Solving for Changes in Industry Sizes Conditional on Wage Changes. In Step 1,

we solved for the price changes induced by trade shocks, conditionally on wage changes. We now map

these price changes into changes in industry output using the demand system (of each skill group as well

as foreign buyers); without input-output linkages, output equals value added. We express industry growth

as a sum of four terms:

V̂ Aj = ηimport
jc · τ̂ + ηexport

j · (−τ̂∗) + ηavg wage
j

ˆ̄w − ηskill prem
j (ŵS − ŵU ) . (11)

The first two terms capture the expansion of domestic production as import tariffs grow and export-

ing barriers fall, holding wages fixed. The other two terms represent the response of demand to wage

changes, which affect both purchasing power and domestic prices. Log-linearizing demand, Appendix A.1

characterizes the corresponding elasticities:

ηimport
jc = Dom sharej ·

[
(ξj − 1) · IPjc + (εr − 1) · (EFinal [IPjc | r]− IPjc)
+ (ρ− 1) · (EFinal [IPjc]− EFinal [IPjc | r])− (ψj − 1) · EFinal [IPjc]

]
, (12a)

ηexport
j = Export sharej · (ξj − 1) , (12b)

ηavg wage
j = Dom sharej − ηimport

jF − ηexport
j , (12c)

where Dom sharej = 1 − Export sharej is the share of domestic consumers in the domestic industry

output.33 We now discuss these three expressions in turn.

32σwithin is higher when skills are more substitutable within each industry (higher σj) and also when skill intensity is more
homogenous across industries. Indeed, when technologies in each industry are such that one type of labor (sometimes skilled
and sometimes unskilled) is much more productive, there is little room for adjusting industry labor mixes in response to
wage shocks, and σwithin ≈ 1. If instead all industries employ skilled and unskilled labor in the same proportions, σwtihin is
just the size-weighted average of σj , which is above one as long as skills are substitutes.

33To preserve space, the expression for ηskill prem
j is given by (A8) in the Appendix. To facilitate exposition, two quantita-

tively negligible adjustment terms are dropped from ηimport
j , as described in Appendix A.1 (see (A7)).
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Falling domestic import tariffs (τ̂ < 0) lower import prices, which drives the consumer price index

down in proportion to import penetration. In our nested demand system, this price change generates

cross-price effects for domestic varieties at each tier. First, demand is reallocated away from domestic

varieties within each industry, for ξj > 1. Second, if εr > 1, spending is reallocated towards industries with

more imports. Finally, since goods rely more on imports and become relatively cheaper, complementarity

between goods and services (ρ < 1) makes consumers spend more on services. These import competition

effects are captured by the first three terms in equation (12a). The last term in (12a) is the income effect :

gains from trade, which depend on the average spending on imports EFinal [IPjc], lead to higher spending

on income-elastic industries. All of these effects only influence domestic consumption, so they are scaled

by the domestic share of industry sales.

Reductions in foreign import tariffs (τ̂∗) also matter. As foreign import tariffs fall, export demand

grows according to the trade elasticity ξj − 1. This contributes to the output growth in proportion to the

export share (equation (12b)).34

Finally, changes in industry size depend on domestic wages. Growing average wage raises purchasing

power and thus demand, captured by the first term in (12c). However, growing wages also raise domestic

prices, making domestic varieties less attractive both at home and abroad. This reduces the demand for

domestic varieties in the same way as falling import tariffs and growing exporting barriers would. This

expenditure switching is captured by the last two terms in (12c).35

Step 2c: Wage Changes in General Equilibrium. The last step of our analysis brings together

the preceding formulas to account for feedback effects between price changes and wage changes in general

equilibrium. Formally, equations (9), (10), (11) form a linear system. Solving it, we obtain:36

ˆ̄w =
(
EV A

[
ηimport
j

]
τ̂ + EV A

[
ηexport
j

]
· (−τ̂∗)

)
·Multiplier, (13a)

ŵS − ŵU =
(

∆V A

[
ηimport
j

]
τ̂ + ∆V A

[
ηexport
j

]
· (−τ̂∗) + ∆V A

[
ηavg wage
j

]
ˆ̄w
)
/σmacro, (13b)

where

Multiplier = 1/
(

1− EV A
[
ηavg wage
j

])
(14)

and σmacro = σwithin + ∆V A

[
ηskill prem
j

]
.

Equation (13a) shows that a reduction of domestic (foreign) import tariffs decreases (increases) de-

mand for domestic goods, which reduces (increases) domestic income. The direct effects of changes in

domestic and foreign import tariffs on the average wage are magnified by a multiplier effect. This effect is

conceptually similar to a local fiscal multiplier (e.g. Chodorow-Reich, 2017): if domestic income goes up

34The small open economy assumption implies that the elasticity of demand equals the trade elasticity.
35Changing skill premium also affects relative prices, as discussed in Step 1, and therefore demand. These effects are

captured by ηskill prem
j .

36To derive these expressions, we make the approximation EV A
[
ηskill prem
j

]
· (ŵS − ŵU ) ≈ 0, ignoring the impact of the

skill premium change on the average wage. We verify in the calibration that this impact is quantitatively negligible. Without
this approximation, the solution to system becomes less transparent.
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because of additional spending from foreign, domestic spending goes up and induces a feedback loop.37

Equation (13b) shows that three effects are at play in the earnings channel: the skill premium goes

up if skilled workers tend to work in industries that shrink less after the fall in domestic import tariffs

(∆V A

[
ηimport
j

]
< 0), or that expand as a result of export opportunities (∆V A

[
ηexport
j

]
> 0), or that

expand more as a result of a growing average wage (∆V A

[
ηavg wage
j

]
> 0).38

The effects entering the earnings channel are all scaled by the endogenous macro elasticity of labor

substitution σmacro. Intuitively, if skilled and unskilled workers are more substitutable, a smaller increase

in the skill premium is sufficient to compensate the change in labor demand induced by trade and to

restore the labor market equilibrium. σmacro generalizes the macro elasticity of substitution between

factors derived by Oberfield and Raval (2014) to the open economy and to a more flexible preference

structure. Appendix A.1 provides further discussion of σmacro.

Our theoretical results on the earnings channel can be connected to the data as follows. Plugging

(12a)–(12c) into (13b), one can see that differential exposure of the two skill groups to import competition

(∆VA [IPjc]), exports (∆VA

[
Export sharej

]
) and income-elastic industries (∆VA [ψj ]) plays the key role

in how the skill premium responds to trade shocks. While those are not sufficient statistics, e.g. if

trade elasticities vary across industries, our reduced-form analysis of the earnings channel will focus on

characterizing the extent to which college graduates work in industries that (1) are less exposed to import

competition, (2) export more, (3) are more income elastic. We discuss the role of imported inputs in the

next subsection.

2.3 Model with Input-Output Linkages

When measuring the differential import spending and labor market exposure, it is important to account

for intermediate inputs, both because trade in intermediates is increasingly important (Feenstra and

Hanson, 1996) and because value added, final consumption, and gross output are substantially different

from each other in the data. We follow the literature by assuming that production combines value added

with intermediate inputs, which are composite goods from various industries (e.g. Caliendo and Parro,

2015).39

37To understand how the multiplier works formally, consider the expression for ηavg wage
j . It implies that when nomi-

nal income grows, for example due to the growth of exports, spending by domestic consumers raises GDP according to
Dom sharej—the fraction that domestic sales constitute in GDP—if the expenditure structure is held constant. When the
export share of the economy is small, this creates a very strong feedback loop. However, wage growth also raises the prices of
domestic goods, which makes them less attractive (relative to imports and also in export markets). In our calibration, we find
that these effects subtantially weaken the feedback loop. Chodorow-Reich (2017) follow a similar logic when they describe
how expenditure switching effects reduce the local fiscal multiplier. If our home country is viewed as a small region of a large
country, the export demand shock we consider becomes isomorphic to government purchases financed from the outside. An
important difference is that in our case the shock affects welfare through terms-of-trade, whereas in Chodorow-Reich (2017)
there is a real output response, due to price rigidities.

38The average wage may fall in response to some trade shocks. In such a case, the average wage effect would contribute to
a fall in the skill premium if ∆V A

[
ηavg wage
j

]
> 0.

39This ensures the proportionality assumption that underlies the U.S. input-output tables: all final and intermediate
users of an industry’s output purchase varieties from different countries in the same proportions. World Input-Output Tables
depart from the proportionality assumption slightly by allowing for differences in import shares between final and intermediate
consumers (but not across different types of each). However, they are more aggregated and have other limitations (Timmer

14



Appendix A.2 provides the formal exposition of our full model, which differs from the model without

input-output linkages in several ways. In the full model, the expenditure channel is governed by spending

patterns on imported products (“direct imports”) but also on imported inputs embedded in domestic

products (“indirect imports”). For the earnings channel, input-output linkages enrich the result in three

ways. First, a fall in domestic import tariffs has a new effect: the prices of domestic products produced

with imported inputs fall, which raises demand for these products. Consequently, the skill premium falls

if college graduates work in industries that use fewer imported inputs. Second, domestic goods compete

with foreign varieties to sell not only to final consumers but also to downstream industries. Finally, all

shocks propagate upstream. For example, increased export demand for a final good raises demand for

its inputs, whose production grows accordingly, which causes further expansions upstream. As a result,

the export share driving the industry expansion includes exports of the industry itself but also of its

downstream buyers. The same logic applies to import penetration. Similarly, income effects increase

industry size according to the weighted average of income elasticities of the industry itself as well as the

domestic final industries which buy its output. In the remainder of the paper, we refer to these measures

as input-output adjusted measures.

3 Differential Spending on Imports Across Industries

In this section, we use data on 380 detailed industries to compare the spending shares on imports of

individuals with and without a college degree. We leave the investigation of differences in spending on

imports within industries to Sections 4 and 5. We find that spending on imports is similar between

education groups, equal to 13.3% for consumers with a college degree and 14.0% for those without, which

implies that the expenditure channel is distributionally neutral at the level of industries.

3.1 Data

We conduct the analysis based on a detailed merge of the Consumer Expenditure Survey (CEX) to the

BEA Input-Output (I-O) table. The CEX is a survey which measures the universe of personal spending

for around 650 detailed categories, covering all categories of goods and services, and records consumers’

characteristics such as education and income.40 We merge the CEX to the BEA I-O table to obtain

information on domestic production and trade. Specifically, we build a manual concordance from 636

CEX consumption categories into 172 I-O industries.41 BEA data are the most detailed available accounts

of the entire U.S. economy, including non-manufacturing; the most recent detailed I-O table is from 2007,

et al., 2015).
40The CEX consists of two separate parts, the interview and diary surveys, which we use in combination.
41This concordance is much more detailed than the one between CEX and NIPA, provided by BLS and used by Buera

et al. (2015) and Jaimovich et al. (2015), among others. We thank James O’Brien for providing us with the concordance
between CEX interview categories and the 2012 version of NAICS from Levinson and Brien (2016). We use this concordance,
converted into 2007 I-O codes, as a starting point. We manually extend it to diary categories as well as some missing
interview ones. The concordance is many-to-one, with a few exceptions where we allocate CEX consumption by each group
equally across the corresponding I-O codes.
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so we center the analysis around that year. To increase sample size, we combine data from the CEX for

2006-2008. Appendix C.1 provides more details on the CEX and the specific sample we use.

We use the I-O table in three ways: as a source of import shares, input-output linkages, and consump-

tion structure. First, for each industry we compute the import penetration as a percentage of absorption

(defined as output plus imports minus exports). There are two advantages of using the BEA data to mea-

sure import penetration: trade in services is accounted for and trade flows are measured from the same

data as domestic output, which improves consistency. Second, we build the input requirement matrix,

which measures the composition of suppliers for each buying industry and from which we construct the

share of indirect imports (imports of intermediate inputs used in domestic production).42 Finally, we use

personal final consumption from the I-O table as a measure of total spending in the industry, which is

then decomposed into consumption by education group using the CEX. This approach parallels Lebow

and Rudd (2003), who show that reweighting the CEX using BEA spending shares yields more accurate

inflation estimates, correcting the non-classical measurement error in the CEX (e.g. Garner et al., 2009).43

Appendix C.2 provides additional details on input-output tables and on the data construction.

To characterize which groups of industries drive the effects we will document, we classify industries into

standard sectors and sub-sectors. We start by computing all I-O-related objects using all 389 industries

and drop 9 special industries at the end.44. Manufacturing, agriculture, and mining are classified into

goods, while all other industries into services.45 Goods and services are further classified into 24 and 15

subsectors based on three-digit I-O codes and two-digit NAICS codes, respectively, which are listed in

Table A2.46

To conduct the analysis for specific trading partners, we need to merge additional trade data. The I-O

table provides total imports for each industry but does not decompose them into countries of origin. To

measure import penetration from China, NAFTA countries, and developed economies, we use the 2007

U.S. international trade flows statistics from the Census Bureau by product and source country, which

were made available by Schott (2008) and converted into NAICS industry codes by Pierce and Schott

(2012). We follow the same strategy as with the consumption data: we keep total imports from the I-O

table, which are consistent with the rest of the I-O table, but distribute them across countries of origin

using the trade statistics. For each I-O industry, the import penetration from a specific trading partner

is computed as the product of total I-O-based import penetration and the fraction of this trading partner

42See Section 2.3 for an informal discussion and Appendix A.2 for formulas.
43Measurement error in the CEX does not create biases for our results as long as it has the multiplicative structure proposed

and justified by Aguiar and Bils (2015): there may be industry- and consumer group-specific biases but no interactions
between them. Industry-specific biases are corrected by the BEA weights, while consumer-group-specific biases only result
in a re-scaling of consumption across groups without systematic effects on the expenditure composition of each group.

44These are five government industries, Scrap, Used and secondhand goods, Noncomparable imports, and Rest of the world
adjustment.

45Construction is sometimes viewed as a good-producing industry (Comin et al., 2016) and sometimes as a service industry
(Cravino and Sotelo, 2017). We treat construction as an industry ultimately providing shelter for households and businesses,
therefore we classify it into services.

46We merge Management and Administrative services (NAICS industries 55 and 56) into Professional, Scientific, and
Technical Services (code 54).
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in total imports in the NAICS codes that belong to this I-O code.47 Armed with this merged dataset, we

turn to the computation of import spending shares by education group across industries.48

3.2 Results and Mechanisms

We find that spending shares on imports are very similar across consumers with and without a college

degree. Table 1 provides the main estimates on the average and differential spending on imports, decom-

posing the latter into within- and between-components. The first row shows that the total expenditure

of U.S. consumers in 2007 includes 13.7% of imports (column (1)), of which 7.3 p.p. are direct imports

(column (2)) and 6.4 p.p. are indirect imports via imported intermediate inputs embedded in domestic

products.49 The overall spending share on imports is slightly lower than the imports-to-GDP ratio, which

is 15.6%, because some imports are used in the production of exports. The following rows compute av-

erage spending on imports for consumers with and without a college degree. College graduates devote

13.3% of their spending to imports, as opposed to 14.0% for consumers without a college degree. College

graduate benefit therefore less when imports become cheaper, but the difference is small, only 0.66 p.p.,

or 4.8% of the average.50 The difference mostly comes both from direct imports (0.28 p.p.) and indirect

import spending (the remaining 0.38 p.p.).

The small observed difference in spending shares on imports across education groups is primarily

the consequence of two offsetting patterns. On the one hand, college graduates consume more services

as a fraction of total expenditure than consumers without a college degree,51 and services are much

less imported than goods. If consumption baskets of the two groups were identical within goods and

within services, the import spending share for college graduates would have been 1.47 p.p. lower than for

individuals without a college degree.52 On the other hand, within goods and services college graduates

47Trade flow statistics is available only for trade in goods, we therefore assign zero imports from the specific trading
partners of interest in all industries which are not available in the trade flows statistics.This does not constitute an important
limitation for China and Mexico. For instance, China constitutes less than 3% of total U.S. imports of services according to
the BEA International Services tables for 2007. This limitation is likely to be more important when considering trade with
developed economies.

48It should be noted that the merged dataset has several imperfections. There is a notable discrepancy between the I-O
table and our model, which we ignore in this draft of the paper. In the data total final expenditures differ from personal
expenditures because of investment (capital expenditures) and government purchases. From the point of view of our static
model, there is no conceptual difference between a firm purchasing materials or building a new factory, but only the former
type of spending will appear in the I-O table. A factory building is instead treated as final use of the construction industry
and value added for the buyer. There are also discrepancies between the ways certain industries are treated in the CEX and
I-O table, ignored in the current version as well. For instance, imagine a t-shirt is sold at a department store. We attribute
all of its value to the apparel industry in the CEX, whereas the I-O table moves its wholesale and retail margins into the
Wholesale and Retail Trade industries, respectively.

49Note that to get this decomposition we did not have to classify goods into final and intermediate ones, which is problematic
because many goods are used in both ways. Instead we rely on the input-output table to split the use of products as final
or intermediate.

50This difference is statistically significant. Inference here is based on the randomness of the CEX sample. Error in the
industry import penetration is non-statistical (e.g. due to imputations required to prepare input-output tables) and is not
taken into account.

51Boppart (2014) has established the same pattern with respect to consumer income, also using the CEX data.
52Services constitute 81.9% (78.2%) in consumption baskets of individuals with (without) a college degree. The average

share of imports is 46.0% for goods and 5.5% for services. See Table A3 for the estimates and Appendix A.4 for the
within-between decomposition formula.
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spend relatively more on industries with a higher import share, which reduces the difference by more than

half (0.81 p.p.). Table 1 also shows that most of the differences within goods and within services (0.65

out of 0.81 p.p.) result from differences in spending patterns across 29 subsectors, while within-subsector

heterogeneity is relatively unimportant.53

The differences in spending on imports across education groups within goods and within services are

robust patterns, which can be assessed graphically. Panel (a) of Figure 1 shows the relationship between

the share of sales to college graduates and the average share of imports, both direct and indirect, in

domestic final expenditures. Each dot represents 5% of detailed industries within goods or services (with

final consumption weights) and the figure shows that the patterns are not driven by a small number of

industries: there is a strong positive slope for goods and a smaller one for services. The interpretation

of this graph relies on the insight that the share of spending on imports is higher for college-educated

consumers if and only if industries that sell relatively more to college graduates have higher import shares

(see Appendix A.4 for a formal treatment).

We characterize graphically the parts of the product space contributing to the within-sectoral dif-

ferences in spending on imports in favor of college graduates. Panel (b) of Figure 1 groups industries

by subsectors, where the size of each circle indicates their importance in final expenditures. “Food” and

“Computers and electronics” are characteristic subsectors within the goods sector: while food is purchased

relatively more by non-college consumers and does not have much imports, electronics are represented

disproportionately in the consumption basket of college graduates and have a very high share of imports.54

We obtain qualitatively similar patterns, with small differences in spending on imports across education

groups, when considering trade with specific partners. Columns (3)–(8) of Table 1 show statistics for

spending on imports from three sets of countries: China, NAFTA (Canada and Mexico) and a group

of 34 developed economies (OECD members, excluding NAFTA, plus Taiwan and Singapore). College

graduates spend 0.09 p.p. more on imports from China: this finding is explained by imports of electronics,

for which China is the key source (see Figure A2). Consumers without a college degree spend more on

imports from NAFTA and Developed Economies (0.27 p.p. and 0.33 p.p., respectively), but this is only

due to their higher spending on goods, rather than to differences within goods.

Similar patterns hold when considering differences in spending on imports across income groups. In

Figure A3 we compare spending shares on imports, overall and from China, NAFTA, and developed

countries specifically, across bins of household income. In all cases, we find sufficiently flat patterns,

although spending on imports from China is slightly increasing with income, while it is slightly decreasing

for imports from developed economies.

In sum, considering spending patterns across 169 categories of final consumption, we have shown that

college and non-college educated consumers have similar spending shares on imports, whether overall or

from China. Our analysis so far suffers from potential “aggregation bias”: for instance, it could be the

53The subsectors with non-zero final consumption include 17 three-digit I-O codes for goods and 12 two-digit NAICS codes
for services, listed in Table A2 without stars.

54If these two subsectors are dropped, the regression slope estimate halves.
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case that the low-skill group consumes a larger fraction of imported varieties within categories. We now

turn to this question to provide evidence that there is no such pattern for consumer packaged goods

(Section 4) and automobiles (Section 5).

4 Differential Spending on Imports of Consumer Packaged Goods

In this section, we examine within-industry spending on imports for consumer packaged goods—goods that

are typically purchased in supermarkets—creating a firm-level dataset in which we observe both consumer

type and imports. We find patterns that are similar to those across industries: college graduates spend

more imports, but the difference is small. Expressed as percentage of average spending on imports, the

difference between consumers with and without a college degree is less than 7%.

4.1 Data

We start from the Nielsen Homescan Consumer Panel (henceforth Nielsen), which measures spending at

the level of barcode and provides consumer characteristics such as education and income.55 This dataset

does not classify products into domestically produced and imported and, as a consumption survey, it is not

informative on the share of imported inputs embedded in domestic products. We address both problems

at once by linking products (barcodes) to their producers or distributors in the Economic Census by name

and address. We measure the sales share of imports of those firms using the U.S. Customs data, capturing

both direct and (first-order) indirect imports. We find Census matches for the majority of Nielsen firms,

excluding the smaller ones, and cover over 80% of total Nielsen sales.56 This novel linked dataset may be

a useful platform for future research at the intersection of the consumption and production sides of the

economy.

The Nielsen data cover over $400 billion purchases per year in three classes of products: (i) food,

alcohol, and tobacco (henceforth “food”), (ii) health, beauty, and household products (henceforth “health

and household”), and (iii) general merchandize, namely other products found in supermarkets such as

tableware, stationery, or electronics. Within product classes there are 10 departments (e.g. Frozen Foods),

117 product groups (e.g. Frozen Prepared Foods), and 1,165 product modules (e.g. Frozen Soup). To

study within-industry differences in import spending in the way compatible within industry-level analysis

of Section 3, we manually convert modules into 71 detailed I-O industry codes.

We attribute barcodes to firms using addition data from GS1, a U.S. non-profit organization than

maintains the barcode system. To sell products in supermarkets, a manufacturer or a distributor has

55The data are from The Nielsen Company (US), LLC and provided by the Marketing Data Center at The Uni-
versity of Chicago Booth School of Business. Information on availability and access to the data is available at
http://research.chicagobooth.edu/nielsen.

56We are aware of two alternative approaches to identify imported products in barcode-level data. First, the first three
digits of the barcode identify the country in which the barcode is registered. Bems and Giovanni (2016) exploit this strategy
for Latvia, where foreign firms do not register their products locally. But in the U.S. most foreign products have domestic
barcodes. Second, Antoniades and Zaniboni (2016) manually collect the country-of-origin information listed on 3,000 product
labels in the United Arab Emirates. The massive number of products sold in the U.S. makes this strategy infeasible for us.
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to purchase a block of barcodes from GS1; each barcode can only be registered by one firm. With

a small fraction of exceptions, these firms have U.S. addresses—foreign firms do not tend to register

barcodes without an affiliate or an intermediary in the U.S. In Appendix D we track several products

photographed in a Walmart store to verify that domestically produced goods are normally registered by

the manufacturer, while imported ones by the distributor, often a wholesaler.

We then link the Nielsen data to three confidential data products on American businesses collected

by the U.S. Census Bureau. First, Business Register, or SSEL, is the comprehensive list of firms and

establishments, i.e. locations of economic activity within firms; we use it as a source of names and

addresses to merge firms in the Census with Nielsen. Second, the source of production data is the

quinquennial Economic Census from 2007 and 2012.57 Because we are interested in imports of final

products which are often done by dedicated wholesalers or by retailer, it is useful for us to observe

establishments in the entire economy rather than the most commonly used Census of Manufacturers only.

Finally, LFTTD is the transaction-level data on imports and exports of goods from the U.S. Customs,

linked to the other databases by the firm identifier.

Merging firms between Nielsen and the Economic Census is a complex multi-stage procedure. For a

brief summary, we use both exact and fuzzy matching on firm names and different components of the

address: state, city, street, street number, and zipcode. We develop a set of consecutive merging rules

and verify their quality by manual inspection of a sample of merged firms. Out of the total number of

23,300 Nielsen firm-years in 2007 and 2012, we successfully match 12,700, covering 83% of sales.

Appendix C.3 provides details on the data sources, describes the matching process, and presents the

match statistics.58

Key Variables and Summary Statistics. We use Nielsen to measure total sales for barcodes and

firms overall and by consumer education and income. To compute firm import shares, we divide the

value of imports from LFTTD by total sales of all firm establishments in the Economic Census. This

includes imports of both final products (e.g. by wholesalers and firms with multinational production) and

intermediate inputs, except those acquired through domestic intermediaries. We split the total import

share into a sum of four components, based on the imports from China, NAFTA (Canada and Mexico),

34 developed economies, and rest of the world.59

We adopt a square-root weighting scheme to reduce measurement error. As we cannot attribute firm’s

imports to a particular class of products it sells or even to Nielsen products overall, our proxy for the

import share is likely to be noisier for large firms, which typically operate in multiple industries. Those

same firms play a large role when measuring the average share of import spending for each consumer

57To reduce noise we merge three years of the Nielsen data to each Economic Census: 2006–2008 for the 2007 Census and
2011–2013 for 2012.

58The appendix also shows that Nielsen firms, which we were able to merge, are larger but have similar consumer char-
acteristics as the unmatched ones. Similarly, Census firms within the best covered Food, Beverage, and Tobacco industry,
for which we found a Nielsen match, are larger than other firms in that industry but have similar composition of workers by
skill.

59As before, developed countries are OECD members (excluding NAFTA), Taiwan, and Singapore.
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group, a consequence of granularity that characterizes firm-level datasets (Gabaix, 2011). We make the

results more stable by rescaling each firm’s Nielsen sales to its square root, reducing the influence of

poorly measured large firms.60

The main unit of the analysis will be a firm selling in a given product module. Although import shares

only vary at the firm level, decomposing firms into modules allows us to perform a more nuanced analysis:

measure differential import spending for each product class separately and decompose it into the within-

and between-industry components.

Table 2 shows the summary statistics for the main variables used in the analysis at the level of firms

by product modules, for all products together and split by the product class. The average spending on

imports is 11.1%, with large differences across product classes, ranging from 6.9% for food to 14.6% for

health and household and to 28.0% for general merchandize (with substantial variation across product

modules within each class).61

4.2 Results and Mechanisms

Table 3 measures the average share of spending on imports and the difference between Nielsen panelists

with and without degree college. Column (1) estimates that imports constitute 11.1% of the total expen-

ditures, but this number is higher for college graduates than consumers without a college degree: 11.5%

and 10.9%, respectively. The pro-skilled difference of 0.59 p.p. is statistically significant and equals 5.4%

of the average.62

To make our Nielsen results complementary to the industry-level ones, we need to avoid double-

counting. Since the Nielsen sample covers multiple I-O industries, some of the 0.59 p.p. difference may

stem from the composition of consumption across I-O industries, which has already been accounted for in

Section 3. However, the next row of column (1) shows that double-counting is not a big issue: most of the

difference (0.48 p.p.) is a consequence of differential spending on imports within the same industries.63

Moreover, around half of the total difference (0.28 p.p.) is within product modules—the most detailed

classification available in Nielsen.

Panel (a) of Figure 2 visualizes the differential import spending. This binned scatterplot groups firm-

module cells by their consumer base—the share of college graduates in sales—and correlates it with the

60Granularity is a substantial issue: in the full Nielsen sample, top 50 (200) firms capture 46% (70%) of sales in an average
year; with square-root weights, they take up only 9% (21%). When decomposing firm sales, we allocate the total firm weight
(square-root of sales) to different products and consumers proportionally to their fraction in the total sales, which ensures
consistency of results across levels of disaggregation. In Appendix E.1 verify robustness of our results to other weighting
schemes: full sales and sales to the powers 1/4 and 3/4. We pick power functions as weights because they are the only ones
which satisfy scale invariance: weighted averages are the same whether sales are measured in dollars or thousands of dollars.

61The composition of imports is also substantially different: while China is unimportant for food, it plays a bigger role
for health and household and takes up the majority of imports in general merchandize. On average, 31.2% of firm sales
go to college graduates, with small differences across product classes. While all of these statistics are computed using the
square-root weighting scheme described above, Appendix Table A11 shows analogous averages with full weights.

62Unlike Section 3, the sample of households in Nielsen is much larger than the set of firms. Therefore, we develop and
implement a different approach to inference that is based on the randomness in the sample of firms; see Appendix B.1.

63One caveat is that the within-industry component may be overestimated because large firms span many industries. Our
firm-level measure of imports does not allow for differences across industries that a firm is selling in, which potentially
attenuates the across-industry component.
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average import share for corresponding firms on the vertical axis. Appendix A.4 proves that the differential

spending on imports between the two groups can be expressed as the slope of this relationship, multiplied

by the consumption segmentation index—a measure of dissimilarity between their consumption baskets.

In this graph we residualize the relationship on the I-O industry dummies to capture only the within-

industry component of differential spending.

The figure shows that firms selling more to the college graduates, import more. The slope is not

only statistically but also economically significant: while firm-modules with less than 20% sales to college

graduates have the average import share under 9%, the corresponding import share is around 12% for

firm-modules with more than 40% of college-graduate sales. However, the slope of this relationship is

not sufficient to generate big differences in import spending between groups, given the consumption

segmentation index of 6.5%.64

The remaining columns of Table 3 report average and differential spending on imports from China,

NAFTA, and developed economies separately. The results are intuitive: almost all of the difference from

column (1) is explained by imports from developed countries, with the difference reaching 17.6% of the

average. College graduates also spend slightly more on imports from Canada and Mexico. At the same

time, they spend around 4.4% less on Chinese products. Panels (b)–(d) of Figure 2 show corresponding

graphs.

We highlight that these patterns differ from those across industries (Table 1), complementing those.

College-educated consumers relatively more from industries where China is strong, in particular comput-

ers and electronics, and cross-industry patterns are weaker for developed economies. However, within

consumer packaged goods college graduates buy slightly fewer varieties from China, and more from devel-

oped countries. Table A9 verifies that the findings hold qualitatively in each of the three product classes:

college graduates spend less on Chinese products (in particular for health and household products, but

still only 5.4% difference) and more on other imports (most strongly for food).

A natural mechanism for the patterns we observe is related to product quality, which richer college

graduates may value relatively more. We test whether imports from developed countries are of high

quality, while Chinese imports have lower quality relative to domestic products. Although we do not

model quality explicitly,65 we approach this question empirically by proxying for quality with detailed

barcode-level prices.66 We convert prices into comparable units within product modules, e.g. per ounce

of soda rather than per bottle, and split the distribution of prices within the module into deciles.

64This value of the segmentation index means that college graduates buy from firms which, on average, sell 6.5 p.p. more
to them than the firms which non-college consumers buys from. Panel (a) of Figure 2 can be compared with Figure 2A from
Jaravel (2017). Using similar Nielsen data, he finds that the relationship between product module-level inflation and the
average consumer income is sufficiently strong to generate big differences in average inflation across groups.

65See Fajgelbaum et al. (2011) for a model with this effect.
66There is a long literature on trade and product quality. Early contributions, such as Schott (2004) and Hummels and

Klenow (2005), similarly used unit values from the trade data as a proxy for quality. More recent papers, such as Khandelwal
(2010) and Hallak and Schott (2011), adjust prices by productivity estimate to obtain measures of quality. Lacking proxies
for productivity for non-manufacturing firms in the Census data or any measures for detailed products, we do not do this
useful adjustment. At the same time, we benefit from directly observing consumer prices, while using trade data creates
aggregation concerns.
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Panel (a) of Figure 3 confirms that college graduates buy higher-priced products: moving from the

lowest to the highest decile shifts the share of college consumers from 25% to almost 40%. The following

panels of this figure locate imports in the distribution of prices. Products in the top deciles in their

modules tend to have more imports from countries other than China, with most of the effect coming from

developed countries (Panels (b) and (c), respectively). Conversely, imports from China in the Health and

Household product class are substantially more prevalent at the bottom of the price distribution (Panel

(d)). That pattern is not present for imports from China within General Merchandize (Panel (e)), which

is consistent with weaker differences in spending between college and non-college consumers in that class

(Table A9).

Appendix E.1 presents additional evidence. It shows that the differences we observe are likely to

be generated by imports of final, rather than intermediate, products. The patterns are similar when

comparing import spending across the income distribution instead of education groups.

This appendix also presents a series of robustness checks. We show that the results are unchanged

if we weight firms by their Nielsen sales to the power 1/4 or 3/4, and are generally similar with full

sales weights. Mismeasurement of import shares for retailers is also not likely to be a problem. Most

importantly, we develop a methodology to bound the attenuation bias that may arise because we only

observe imports at the firm level, not for individual barcodes. Applying this methodology, we find that

attenuation should not reduce the effect by more than 1.5 times.

Overall, we find that college graduates buy more imports, in particular from developed countries, but

less of Chinese imports, consistent with differences in product quality. However, these differences are

relatively small. Even for China, there is no product class where the anti-skilled bias of import spending

exceeds 6% of the mean.

5 Differential Spending on Imports of Automobiles

This section shows that college graduates devote a larger fraction of their spending on cars to imported

models. The difference is very large when considering cars assembled outside of U.S. and its NAFTA

partners (Canada and Mexico). When imports of assembled cars from Canada and Mexico are included,

the difference in import spending shares between education groups is reduced by approximately a factor

of two, but it remains significant.

5.1 Data

We conduct the analysis at the level of brands, combining data from the CEX and Ward’s Automotive

Yearbooks. The CEX interview survey asks households to report the brands of the cars they own.67

Chevrolet and Buick are examples of such brands, which are more detailed than firms (Chevrolet and

67The respondents are asked to list all vehicles they own, but we focus on cars, excluding trucks (including SUVs),
motorcycles, boats, etc. As previously, we classify households into the two skill groups based on the college education of the
respondent. Household income before tax is used as an alternative measure of skill for robustness.
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Buick are both produced by GM) but not as detailed as models (e.g. Chevrolet Camaro). We use data

from Ward’s Automotive Yearbooks, a leading publication for statistics on the automobile industry, to

estimate for each brand the fraction of cars assembled outside of the U.S. or NAFTA in the total number

of cars sold in the U.S. To reduce noise in both datasets, we combine years 2009–2015.

We use Ward’s table that reports the number of cars of each model sold in the U.S. with a breakdown

into those assembled within and outside NAFTA. Unfortunately these sales statistics are not decomposed

by country within NAFTA. However, Ward’s statistics on assembly are more detailed, reported by model

and individual country. Most models are only assembled in one of the NAFTA countries, so we assign all

of their American sales to that country. For models produced both in the U.S. and in Canada or Mexico,

we allocate sales proportionately to assembly in those countries. Finally, we aggregate models belonging

to the same brand, yielding brand-level import shares.

Our final sample includes 39 brands and 51,498 vehicles, 38.3% of which were purchased new. Table

A15 reports consumer characteristics and import shares across brands. We dropped a small fraction of

CEX purchases for brands which we do not observe in Ward’s because their production was discontinued

before 2009.68 Appendix C.4 provides more detail on the data construction.

5.2 Results and Mechanisms

We find that college graduates are more likely to purchase imported cars. Table 4 measures the average

and differential spending on imports of automobiles. Column (1) shows that on average 49.7% of purchased

cars are assembled abroad, while the corresponding number is 53.8% for college graduates and 47.2% for

those who did not attend college. The spending share of college graduates on imported cars is thus 6.6

p.p. higher, or 13.3% of the average.

The spending differences on imported cars between education groups vary substantially across trading

partners. Columns (2) and (3) of Table 4 decompose imports into those from NAFTA and from other

countries. Spending on imports from outside NAFTA exhibits striking pro-skilled differences: 32.7% of

cars purchased by college graduates are imported from those countries, relative to only 21.3% for those

who did not go to college. Imports from Canada and Mexico offset about half of this effect: the spending

share from college graduates is 4.8 p.p. lower in this sample.

The patterns are similar for new and used cars. Columns (4) and (5) of Table 4 split the sample into

new and used cars and document similar patterns for both types of purchases, with a slightly stronger

pro-skilled difference for used cars.

The robustness of the findings can be assessed graphically. Figure 4 plots import share against the

fraction of sales to college graduates across brands, reporting the results separately for imports from all

countries outside a NAFTA and from all countries. Panel (a) shows a very strong positive relationship

between imports and consumer education when excluding NAFTA countries. Two clusters of brands

68Oldsmobile is the most frequent brand we have to drop. We also drop CEX observations corresponding to brands which
produce only trucks but not cars, such as GMC and Jeep. All dropped brands combined constitute less than 2.5% of the
sample.
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become apparent: those selling to college graduates are mostly high-end foreign brands (e.g. BMW,

Lexus, and Mercedes-Benz), whereas brands selling to the consumers without a college degree are almost

all domestic (e.g. Chevrolet, Buick, and Dodge). Panel (b) shows that the total difference in import

spending shares across education groups is weaker because of the NAFTA: many domestic brands have

20 to 50% of their cars assembled in Mexico and Canada, creating a partially offsetting effect. Consistent

with Table 4, the slope for total imports remains positive and significant in Panel (b).

Appendix E.2 shows that similar patterns hold across income groups. The pro-rich bias is particularly

strong for non-NAFTA brands above the 80th percentile the income distribution.

5.3 Imports of Car Parts

Domestically assembled cars may use a substantial amount of imported parts, which the data we have

used so far cannot capture: Ward’s only gives information on the country of assembly. To address this

potential issue, we use the confidential Census of Manufactures and the Customs import transactions

data, where the fraction of both imported cars and car parts in the value of sales can be measured. The

direct share of imports is computed as the ratio of imports of assembled cars from the Customs data to

the value of car shipments from the Census. The total share of imports additionally includes imports of

car parts in the numerator, using the harmonized classification of traded products.69 The downside of

this approach is that we have to aggregate the sample from the level of brands to firms, overlooking the

patterns of consumption and imports across brands of the same firm. For this reason, our main analysis

was based on the CEX and Ward’s Automotive Yearbooks.

We find that college graduates spend less on indirect imports of automobiles, but the difference is very

small and does not outweigh the fact that they spend more on direct imports. Table 5 reports the results.70

In columns (1) and (2), the dependent variables are direct and total imports (as a percentage of total new

auto sales) and the regressor is the share of new cars sold to college graduates in the CEX. Columns (3)

and (4) repeat the same exercise for used car sales. In both cases, the regression coefficient is reduced

when indirect imports are taken into account, but by around 10% only. While these regressions may

suffer from aggregation bias, because we are considering firms instead of brands, the comparison between

them strongly suggests that indirect imports do not have a substantial offsetting effect on differences in

imports spending between education groups, thereby validating our estimates. The results from Sections

3–5 thus consistently find that more educated individuals spend a slightly higher share on imports, both

across and within industries.

6 Differences in Exposure to the Labor Market Effects of Trade

Moving from the expenditure side to the earnings side, this section reports reduced-form evidence char-

acterizing the extent to which different education groups are exposed to the labor market effects of trade.

69Appendix C.5 describes the data construction in more detail.
70Data confidentiality does not allow us to show individual observations, like Figure 4 did.
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As discussed in Section 2, the earnings channel of trade liberalization can affect labor demand through

intensified import competition, increased opportunities to export, cheaper intermediate inputs, as well

as through income effects from the gains from trade. This section documents how these channels vary

across industries and shows that they tend to favor college graduates. Our main analysis is based on the

industry-level data, in parallel with Section 3, but we return to possible aggregation biases at the end of

the section.

6.1 Data

Payroll data by industry and education group is the first ingredient we need to compute the labor market

exposure to trade across education groups. We rely on the 2007 American Community Survey (ACS) and

the 2007 Quarterly Survey or Employment and Wages (QCEW) to obtain this information.71 We select

all respondents employed in the private sector and aggregate their annual labor income by industry, doing

so separately for workers with and without a college degree. Industry skill intensity is computed as the

payroll share of college-educated workers. Since the industry classification in the ACS is not very detailed

(covering only 253 industry groups), we infer skill intensity at a finer level of disaggregation based on the

fact that skill intensity is strongly correlated with average wages across industries. Average wages are

available for each detailed six-digit NAICS industry from the 2007 QCEW. For each two-digit NAICS

sector, we regress the ACS skill intensity on the QCEW average wage, using ACS industry groups as the

unit of observation, and we then use this relationship to predict skill intensity for each six-digit NAICS

industry. Appendix C.1 provides more detail about this imputation procedure.

Moreover, we need to compute four industry-level outcomes: import penetration rates, export shares,

the shares of imported inputs, and income elasticities. We do so using the same industry-level data as in

Section 3. The first three outcomes are measured using the I-O table. To disaggregate import penetration

statistics by country of origin, the I-O table is merged with the trade statistics from Schott (2008) and

Pierce and Schott (2012). To estimate income elasticities, we use the CEX.72

6.2 Results and Mechanisms

The reduced-form patterns suggest that the earnings channel favors college graduates. Table 6 reports

the average and differential exposure of education groups to the various labor market effects of trade.

Payroll weights are used for all statistics.

First, we find that college graduates are less exposed to import competition. Column (1) of Table 6

71The ACS is the long form of the population census that is answered by a random 1% sample of the U.S. population every
year. We obtain the 2007 ACS via IPUMS (Ruggles et al., 2015). The QCEW is published by the Bureau of Labor Statistics
based on unemployment insurance statistics and has almost universal coverage. We match ACS industries to NAICS using
a crosswalk provided by IPUMS (available at available at https://usa.ipums.org/usa/volii/indcross03.shtml).

72We split consumers into income bins and measure bin-specific expenditure shares on 671 CEX spending categories.
By definition, higher-income consumers have larger expenditure shares on income-elastic products. Using this logic, we first
compute the income semi-elasticity for each spending category by regressing spending shares on the logged total expenditure,
corresponding to the bin. We convert the estimates to elasticities and aggregate them into the I-O industries. Appendix C.6
describes details of the procedure.
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reports import penetration ratios. The average import penetration in domestic industries, weighted by

payroll, is only 4.21%. This share is low, for instance in comparison to the imports-to-GDP ratio, for two

reasons. First, as prescribed by the model, this share includes only direct imports: import competition

stems from imports of the industry’s product, rather than from imported inputs by the industry. Second,

international specialization limits the negative impact of import competition on the industry size because

employment and payroll are low in industries in which the U.S. has largely stopped producing, such

as toys.73 While consumption-side gains coming from an industry are scaled by expenditures in that

industry, the reduction in labor demand due to import competition is scaled by the industry’s payroll.

The following rows of Column (1) establish that industries that employ college graduates are less exposed

to import competition: average import penetration is 4.13% for workers with a college degree, compared

with 4.28% for those without. Albeit small, the 0.15 p.p. difference is statistically significant.74

The lower exposure of college graduates to import competition is interesting to investigate in the

context of standard trade theories, as it may appear consistent with a standard Hecksher-Ohlin mech-

anism. Since the U.S. is a relatively skill-abundant country, its imports may be expected to be higher

in low skill-intensive industries. However, the Hecksher-Ohlin interpretation is largely misguided, as can

be seen by decomposing the differential exposure to import competition into “between” and “within”

components across goods and services.75 The lower exposure of college graduates to import competition

is driven by the fact that services constitute a larger share of their payroll and are much less imported

than goods.76 If the two groups had identical compositions of payroll within goods and within services,

import competition exposure for college graduates would have been 1.54 p.p. smaller than for workers

without a college degree, which is a much bigger difference than what we observe in the data. In other

words, within sectors college graduates are in fact more exposed to import competition, in contrast with

the prediction of the standard Hecksher-Ohlin mechanism.

The finding that more skill-intensive industries have higher import penetration within goods and

within services is easy to see graphically. Panel (a) of Figure 5 plots import penetration against college

payroll across industries (each dot represents 5% of the data) and shows that the positive slopes are robust

and not driven by outliers. The slope is quite large for goods and smaller for services.

To identify the parts of the product space contributing to within-sector differences in exposure to

import competition, Panel (b) of Figure 5 groups industries by subsectors. The size of each circle reflects

the importance of each industry according to their share in total payroll. Like on the expenditure side,

“Food” and “Computers and electronics” are characteristic subsectors within the goods sector: while

food manufacturing is low skill-intensive and does not have much import competition, electronics are

73Wood (1995) explains that specialization makes imports beneficial for both types. In our model, it is captured by the
fact import penetration is weighted by payroll for the earnings channel but by consumption for the average gains, and those
weights diverge as countries specialize more.

74Similar to Section (3), inference here is based on the randomness of the ACS sample. As it is a very large sample (1% of
U.S. population), standard errors are small. Errors in the industry import penetration and other outcomes are non-statistical
(e.g. due to the imperfect measurement of imports by NAICS in the I-O table) and are not taken into account.

75Appendix A.4 derives the decomposition formula.
76Table A18 reports that services constitute 88.7% (82.0%) of payroll for workers with (without) a college degree. The

average import penetration is 23.9% for goods and 6.6% for services.
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high skill-intensive and have a high share of imports. The last rows of Column (1) of Table 6 show

that the within-sector difference in import competition between education groups mainly occurs across

subsectors, which implies that Panel (b) of Figure 5 is an accurate depiction of the main forces at play

in the data (heterogeneity across finer industries contributes to the within-sector difference in the same

direction).

Appendix E.3 shows that the import competition patterns within the goods-producing sector are a

relatively recent phenomenon. Using the NBER CES panel data on manufacturing industries, we establish

that the relationship between import penetration and skill intensity was flat in 1992, weakly increasing in

1999, and steep in 2007. Growing imports of machinery and electronics explain why the slope increases

over time.

In addition to direct import competition (in the industry of a worker’s employment), indirect import

competition in downstream industries also affects employment and wages, potentially differently across

education groups. Column (2) of Table 6 takes this into account by using the I-O adjusted import

penetration as the outcome variable. This adjustment is performed using the input-output table, adding

up import penetration rates in downstream industries.77 The differential exposure to import competition

quadruples from -0.15 to -0.60 p.p., due to the increase in the between-sector component. Intermediate

goods-producing industry mostly sell to other goods-producing industries, therefore they suffer more

from import competition. This pattern strengthens the impact of import competition in the goods sector,

which accounts for a lower share of payroll for college graduates, and thus reinforces the bias of the import

competition channel in favor of college graduates.78

The remaining columns of Table 6 conduct a similar analysis for export shares, imported inputs and

income elasticities. In all cases, results are reported both with and without the adjustment for input-

output linkages. I-O linkages turn out not to make any qualitative difference, therefore we only discuss

the I-O adjusted patterns.

We find that the export channel favors college graduates. Column (4) of Table 6 shows that an average

industry (weighted by payroll) exports 9.2% of its output, with equal proportion of direct and indirect

exports. The exposure of college graduates to exporting opportunities is slightly higher, generating a pro-

skilled effect of trade liberalizations. As previously, there are offsetting effects. The between-sector force

favors workers without a college degree because goods are more exported, but within sectors workers with

a college degree are more likely to work for industries that export more, which happens to more than offset

the between-sector force. As illustrated by Panel (a) of Figure 6, “Computer and electronics” are more

skill intensive and export more compared with “Food”. Similarly for services, “Professional and business

77Note that the I-O adjusted import penetration that we analyze here is different from the “total” share of imports in the
industry from Section 2. We are now adding up import penetration in downstream (buying) industries, as demand shocks
propagate upward from those industries. Conversely, on the expenditure side we were adding up imports from upstream
(supplying) industries, as price shocks propagate downward from those industries (see, for example, Acemoglu et al., 2015
for a detailed discussion of these effects).

78In contrast, the magnitude of the within-sector component is left essentially unaffected by IO linkages: within each sector,
workers with and without a college degree have a similar propensity to work for industries that supply other industries who
are competing with the rest of the world.
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services” and “Finance” are more skill intensive are export more in comparison with “Construction” or

“Accommodation and food”.

Next, we show that college graduates benefit less from imported inputs. According to Column (6),

this pattern is due to both between- and within-sector differences in the use of intermediate inputs. For

instance, within services, “Construction” and “Transportation” are the subsectors with the highest shares

of imported inputs, and both of them have low skill intensity. The contributions of different subsectors

to differential exposure to imported inputs is shown in Panel (b) of Figure 6.

Finally, we find that college graduates work in industries with higher income elasticities. The average

income elasticity weighted by the college payroll is 1.09, relative to 0.87 when payroll of non-college

workers is used. This finding is consistent with prior research (Caron et al., 2014; Leonardi, 2015) and

implies that the income effects of trade favor college graduates (Caron et al., 2017; He and Zhang, 2017).

As indicated by Panel (c) of Figure 6, the difference in income elasticities across education groups in our

data is largely driven by the “Education” subsector, which is highly income-elastic and skill-intensive, as

well as by “Construction”, which has a low income elasticity and a low skill intensity.

We obtain qualitatively similar patterns when considering trade with specific trading partners. In

Table A17 we report the differential exposure to import competition with China, NAFTA, and Developed

Economies separately. The general finding that college graduates are less exposed to the adverse labor

market effects of trade holds for each of these specific trading partners. The between-sector force is

generally the most important channel and, in the cases of China and Developed Economies, it is partially

offset by the positive relationship between import penetration and skill intensity within goods.79

The various patterns documented in this section are based on industry-level data and may therefore

suffer from aggregation bias. In Appendix E.3, we conduct two additional analyses to address this potential

issue.

First, we use the plant-level microdata from the Census of Manufactures and the Management and

Organizational Practices Survey (MOPS) to compare the differences in exposure to exports between

education groups, as well as between non-production and production workers. We find that more skill-

intensive plants within the same industry tend to export more; however, the main difference is across

manufacturing industries and the degree of aggregation bias is small.

Second, on the import side, we do not know which workers within industries are particularly vulnerable

to import competition and offshoring. Borjas et al. (1997) pointed out that a reasonable proxy for the skill

level of the marginal worker displaced by import competition may be the skill intensity of the U.S. industry

in the distance past. We embed this idea in our theoretical framework by assuming that each industry

has two segments, one competing with imports and the other one being insulated from imports. Skill

intensity in the import-competing segment is proxied for using the data from the 2000 and 1990 population

censuses. We find that the differential exposure to imports is larger under this set of assumptions, but

79Figure A7 depicts the contributions of subsectors to these patterns. One caveat is that data limitations do not allow us
to decompose imports of services by country, so we assume that they are zero. This may bias the findings, but the bias is
unlikely to be large for China, which accounts for a small share of U.S. services imports (see footnote 47).
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the difference relative to our benchmark case is primarily due to the overall increase in the U.S. skill

endowment, which may not be related to trade.

7 Estimates of The Distributional Effects of Trade Policies

The previous sections have documented that the share of spending on imports are similar between college

and non-college educated consumers, while college graduates are relatively less exposed to the negative

labor market effects of trade through most channels. These patterns qualitatively predict that trade

policies should favor college graduates. However, reduced-form statistics are not sufficient to quantify the

counterfactual effects of trade liberalizations, in particular for the earnings channel, for two main reasons.

First, the magnitudes of different earnings channel mechanisms depend on structural parameters of the

model—elasticities of substitution in demand and production. Second, the reduced-form patterns do not

capture general equilibrium effects that in the model result from changing domestic average wages.

To quantify the average and distributional welfare gains of trade policies, this section uses the model

from Section 2, calibrated with the reduced-form estimates from previous sections as well as structural

elasticities borrowed from the literature. We decompose the distributional effects into the expenditure and

earnings channels, and further into different mechanisms to provide evidence on their relative importance.

We focus on two specific trade policies: a 10% bilateral fall in all import and export barriers and a 10%

fall in barriers on Chinese imports. Our main calibration is at the industry level, structured around the

detailed input-output table, although we incorporate the results from Sections 4–5 as well. We find that

college graduates benefit from trade liberalization 16% more than non-college graduates, this difference

being primarily driven by the earnings channel and slightly strengthened by the expenditure channel. The

pro-skilled bias is stronger in the case of China.

7.1 Elasticities

Demand Elasticities. Besides income elasticities estimated in Section 6, the non-homothetic nested

CES demand system (equation (1)) is characterized by elasticities of substitution at each nesting tier: ξj

between domestic and foreign varieties in industry j, εr between I-O industries within goods and services

sectors, and ρ between goods and services. In this version of the draft, we report results taking typical

values from the literature and check robustness of the results to a range of their values.80

For substitution between domestic and foreign varieties, our baseline calibration assumes that this

elasticity is 3.5 in all industries (which is equivalent to the trade elasticity of 2.5 for trade flows measured

by value rather than quantity). The value we use is near the median elasticity of 3.7 reported in Broda

and Weinstein (2006) for ten-digit industries, and of 3.4–3.7 in Soderbery (2015) using the same Broda-

Weinstein method but for eight-digit industries and for different years of data, as well as near the mean

80In ongoing work, similar results are obtained from direct estimation of elasticities. See Costinot and Rodŕıguez-Clare
(2015, section 5.3) for a recent discussion of the state of the literature on trade elasticities.
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of 3.6 in Ossa (2015).81 In robustness checks in Section 7.3, we allow for heterogeneous trade elasticities

across the product space.

Estimates of the elasticities of substitution between sectors (goods and services) and industries (IO6)

are also required. There is substantial debate on the value of the elasticity of substitution between goods

and services, but it is generally recognized that the two sectors are complements, i.e. ρ < 1. We follow the

recent paper by Cravino and Sotelo (2017) and set ρ = 0.2 in our baseline calibration, but also consider

a range of other values between zero and one as robustness.

Regarding the elasticities of substitution between industries within each sector, εr, the review by

Costinot and Rodŕıguez-Clare (2015) uncovers that the prevalent approach in the literature is the “idiot’s

law of elasticities” (Dawkins et al., 2001)—setting the elasticities to one absent more clear evidence.

We follow the same approach and, in a robustness exercise, consider a range of εr ∈ [0.8, 3.5] since this

elasticity is likely to be above ρ and below trade elasticities.82

Macro Elasticity of Substitution between Labor Types. On the production side, the elasticities of

substitution between skilled and unskilled labor in each industry enter only through the macro elasticity

σmacro. We follow Burstein and Vogel (2017), Cravino and Sotelo (2017), and Caron et al. (2015) by

calibrating the macro elasticity directly rather than aggregating it from micro estimates. We use an

estimate of 1.41 for the baseline calibration, following Katz and Murphy (1992) based on the time series

of employment and wages. We also check robustness to the range of 1.41–1.8, considering the upper bound

of the range estimated by Acemoglu (2002) and Acemoglu and Autor (2011).

7.2 Results and Mechanisms

Overview. We find that trade liberalization generate a modest increase in inequality, primarily due to

the earnings channel. Table 7 presents the key results of our baseline model calibration for a 10% bilateral

reduction trade barriers and for a 10% reduction in barriers on Chinese imports in columns (1) and (2),

respectively.

A bilateral liberalization creates 1.88% welfare gains on average, as indicated by the first line of

Table 7. However, these gains are unequal: 2.02% for college graduates and 1.74% for the others. The

pro-skilled difference of 0.285 p.p., which constitutes 15.1% of the average gains,83 is mostly driven by

the earnings channel (0.268 p.p.); the expenditure channel strengthens the pro-skilled bias by 0.017 p.p.

only. The expenditure channel here is a combination of across-industry differences in import spending

81At the same time, the range of other estimates is wide: it can be as low as 1.9 using the Soderbery (2015) LIML
estimator under the Feenstra (1994) and Broda and Weinstein (2006) assumptions. Or it can also be as high as 9.28 in Eaton
and Kortum (2002) using a different estimation approach (one based on price differences between countries), although this
estimator has been debated by Simonovska and Waugh (2014) on econometric grounds.

82A recent paper by Redding and Weinstein (2017) estimated the elasticities of substitution between 6- and 4-digit NAICS
industries to be 1.47 and 1.34, respectively. The estimate by Hottman and Monarch (2017) using 4-digit HS industries 2.78.
The range we use covers all of these values, although they are not directly comparable because of differences between our
and their demand systems.

83The same difference equals 16.4% of the gains for the non-college group.
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from Section 3 and within-industry differences from Section 4–5, as described in Appendix E.4.

A reduction of import barriers with China has much smaller average gains of 0.169%, both because

this shock affects only one country and because barriers are reduced only on the import side. However,

these gains are also biased towards the skilled: 0.196% for the skilled compared with 0.142% for the

unskilled. The difference is even larger as a percentage of the average (32.2%); it is primarily driven by

the earnings channel and strengthened by the expenditure channel.

The remainder of this section decomposes the average gains and the distributional effects into different

mechanisms. Following the logic of the model, we first explain how the average gains are shaped by the

average share of import spending and general equilibrium effects related to endogenous wages. We proceed

to a similar analysis for the expenditure channel. Finally, we analyze the earnings channel, decomposing

it into the mechanisms related to exporting, import competition, imported intermediate inputs, and

non-homothetic preferences, as well as general equilibrium forces.

Average Gains. In general equilibrium, the gains from trade depend on how wages respond to changes

in trade costs. Equation (7) in Section 2.2 shows that the average welfare gains of trade liberalizations

depend on the total share on spending on imports, which governs the benefits from reduced import prices.84

Trade-induced growth of the nominal wages relative to the foreign numeraire creates additional gains from

trade, because imported final and intermediate products priced in the foreign numeraire become even more

affordable (this is not the case for domestic products, the price of which goes up). The growth of the

average wage drives these general equilibrium adjustments, although unequal growth of wages across skill

groups has an additional welfare impact if the goods consumed domestically differ in skill intensity from

the overall economy.

We find that the average wage response in general equilibrium increases the gains from trade by 37.5%,

relative to the average gains. Panel (a) of Figure 7 shows that the total of 1.88% welfare gains from a

uniform trade liberalization is a combination of 1.37 p.p. due to the reduction of import prices (a direct

consequence of 13.7% average spending on imports from Table 1) and 0.51 p.p. due to the average wage

increase, while the adjustment through the skill premium is minimal.

Why does the nominal average wage grow after a uniform trade liberalization? As explained in Section

2.2, the average wage is proportional to GDP, which is the sum of value added in all industries. After a

reduction of export barriers, exporting industries grow, increasing the average wage, whereas the effect

of import barriers is twofold: import competition reduces domestic income, but cheaper intermediate

inputs increase it. Figure A10 provides this decomposition, governed by equation (13a). After a 10%

trade liberalization, the average wage grows by 1.51% at impact. This effect is magnified by a multiplier:

a growing average wage raises domestic demand, although prices also go up, which creates an offsetting

force. The multiplier is estimated to be 2.49, hence the average wage grows by 3.75% (37.5% of the trade

shock).

84All estimates in this section use the general model with input-output linkages (Appendix A.2). We provide references to
the analogous equations in the simplified model in the main text.
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The same logic applies when considering a fall of imports barriers for products from China. After

this shock, the domestic economy shrinks because of import competition, so average wages fall by 0.27%.

This reduces the total welfare gain from 0.206% (corresponding to the 2.06% average import spending on

imports from China in Table 1) to 0.169%. In this case, the average wage response lowers the gains from

trade by about 18%.

Expenditure Channel. The computation of the distributional effects from the expenditure channel

follows the same logic as the average wage (see Step 1 in Section 2.2). It is primarily driven by differential

import spending across skill groups. But it also depends on the growth of domestic wages, which makes

imports more affordable and disproportionately benefits skills groups that spend more on imports. Using

equation (8), we decompose that college graduates get 1.3 basis points (0.013 p.p.) higher benefit due to

falling import prices and 0.4 b.p. (37.5% of 1.3 b.p.) through growing average wages. The segregation

force operates if the skill premium changes, and consumption baskets of the two groups differ in terms of

skill intensity. We find that it is quantitatively negligible.

For the China shock, falling import prices generate a 0.4 b.p. pro-skilled benefit but general equilibrium

forces weaken it by a small 0.04 b.p. because the average wage is falling, making all (not just Chinese)

imports less affordable. In both cases, the expenditure channel favor college graduates but is very small

in magnitude.

Earnings Channel. We find that the earnings channel benefits college graduates relatively more. Con-

sidering a bilateral trade liberalization, Table 7 shows that additional gains for college workers through

the earnings channel are equal to 14.3% of the average gain (or 26.8 basis points of real income after a 10%

liberalization). This section quantifies different mechanisms that contribute to this overall distributional

effect.

The distributional effects from the earnings channel stem from five forces. The decomposition in

Panel (b) of Figure 7 is guided by the results of Section 2.2 (Step 2) and shows the four forces that we

investigated in the reduced form in Section 6, in addition to general equilibrium effects. As predicted,

intensified import competition, growing exporting opportunities, and income effects are all pro-skilled.

Quantification shows that their contributions are similar: 7.0%, 3.9%, and 5.1% of the average welfare

gain, respectively. Since college graduates work in industries that use fewer imported inputs, cheaper

imported inputs generate a mild offsetting force, equal to -3.1% of the average welfare gain. Finally,

general equilibrium forces caused by the rising average wage generate an additional pro-skilled effect, but

it is small, equal to 1.3% of the average gain.

Among these mechanisms, import competition deserves additional discussion because it combines sev-

eral types of demand reallocation, which we have not emphasized in the reduced-form analysis. Panel (c)

decomposes import competition effects into various forces, guided by the generalization of (12a) that

accounts for input-output linkages (equation (A14)). First, within industries both final and intermediate

buyers substitute domestic varieties with imported varieties, which become cheaper. Such reallocation
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affects industries with higher I-O adjusted import penetration ratios more and, since they have lower skill

intensity, generates pro-skilled effects of 0.51% and 4.43% of the average gain, respectively.85 Second,

final demand shifts across industries in response to changes in industry-level price indices induced by

the trade liberalization. Such reallocation may occur between industries (IO6) within sectors (goods and

services), as well as between goods and services as a whole. In our baseline calibration the elasticity of

substitution between industries within sectors is set to one, therefore reallocation between industries is

mechanically shut down. We find substantial effects from reallocation across sectors: because services are

less imported than goods and given that the two sectors are complements (ρ < 1), demand for services

grows at the expense of goods following trade liberalization, as pointed out by Cravino and Sotelo (2017).

This channel generates an additional pro-skilled effect equal to 2.1% of the average gains.

The finding that all import competition forces are relatively small is interesting in the context of

the trade literature. In the traditional two-sector, two-factor formulation of the Hecksher-Ohlin model,

the “gains” from trade for non-college graduates should be negative. In fact, we find that the gains

from trade for this skill groups are positive and that import competition makes theirs gains lower by

only 7.0% relative to the average gains. The reason mirrors our discussion of the differential exposure

to import competition in Section 6.2—offsetting forces between and within goods and services. After

trade liberalization, demand is reallocated from domestic goods to domestic services. This reallocation is

primarily a consequence of smaller import penetration in services relative to goods, although an additional

force is the complementarity between goods and services. At the same time, within sectors demand is

also reallocated toward industries such as food—those with low import penetration and, on average, low

skill intensity. This evidence is provided by Table A21, which applies the within-between decomposition

to the import competition effects and shows that, absent the within-sectoral offsetting pattern, import

competition effects would have been substantially larger, around 17.2% of the average gains.

Considering a fall of import import barriers with China, the earnings channel is also pro-skilled and

moderately larger in magnitude. The pro-skilled earnings channel is 32.2% of the average welfare gain,

which amounts to 5.4 basis points of real income after a 10% barrier reduction, and is driven by import

competition (25.0% of the average gain) and income effect (8.3%), while the effects of cheaper imported

inputs and general equilibrium wage decline are small anti-skilled (-2.3% and -1.1%, respectively).86

7.3 Sensitivity to Choice of Elasticities

The earnings channel depends on a number of elasticities: the elasticity of substitution between goods

and services (ρ), the elasticity of substitution between industries within sectors (ε), the trade elasticity

(ξ), and the aggregate elasticity of substitution between skilled and unskilled labor (σmacro), and there is

substantial disagreement about their values. To investigate whether our results are sensitive to the choice

of these parameters, we repeat the calibration under the range of elasticity values mentioned in Section

85The contribution of intermediate demand is larger because the goods sector have more intermediate sales and higher
import penetration, strengthening the pro-skilled between-sectoral component, while the reverse happens for final demand.

86There is no shock to export barriers in this counterfactual.
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7.1 on the basis of the literature. We examine the sensitivity of the results varying one elasticity at a

time and keeping the other elasticities to their baseline values.

Across the relevant range of elasticities, the upper and and lower bounds for the distributional effects

from the earnings channel are reported in Panel (b) of Table 7. Due to the log-linearization approach,

the distributional effects vary monotonically with the elasticities, the upper and lower bounds are reached

for the extreme values of the range of elasticities we consider.87 Across all parameter values, the earnings

channel is always pro-skilled. In the case of a uniform trade liberalization, the lower bound for the

distributional effects of the earnings channel is always much larger than our estimate of the distributional

effect from the expenditure channel, reported in Table 7. These results lend support to the robustness of

the results of Table 7 that the earnings channel is always pro-skilled and quantitatively more important

than the expenditure channel.

Besides the level of the trade elasticity, its variation across industries may also be important.88 In

ongoing work, we are investigating whether the results are affected by taking the elasticities using the

Broda and Weinstein (2006) method from the original paper as well as from Soderbery (2015).

8 Conclusion

This paper has characterized the distributional effects of trade in the United States, taking into account

both changes in consumer prices (expenditure channel) and in wages (earnings channel). Combining

theory and empirics in a simple way, we established three results.

First, on the expenditure side, we documented that spending shares on imports, either directly of

via imported inputs embedded in domestic goods, are very similar across education and income groups,

slightly higher for more educated and richer consumers. This pattern does not result from the fact

that households in different education or income groups tend to purchase similar consumption bundles.

Rather, a number of forces across and within sectors offset each other: college graduates spend relatively

more on (largely non-traded) services but within tradables they spend more on imports (e.g. they spend

more on electronics than on food, and they tend to purchase more imported automobiles and food than

less-educated consumers).

Second, we documented a series of reduced-form patterns governing the distributional effects of trade

via wages. Three forces contribute to an increase in the college wage premium: college educated-workers

work in industries that are less exposed to import competition, that export more, and that are more

income-elastic. However, we also found a force operating in the other direction: college-educated workers

work in industries that rely less on imported inputs.

87Technically speaking, the denominator—average welfare gains—also varies with elasticities due to general equilibrium
effects (equation (7)). However, we verify that variation in average gains is very small across all robustness checks (between
1.80 and 1.90% of consumption), so this does not affect the results.

88Ossa (2015) shows that variation by itself is important for evaluating gains from trade based on observed trade shares.
In our case only the variation systematically related to import penetration, skill intensity, or other industry characteristics
plays a role for evaluating the impact of a trade shock.
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Third, we combined and assessed the quantitative importance of the reduced-form findings using a

simple quantitative trade model, taking into account general equilibrium effects. We found that the

expenditure channel is distributionally neutral, while the earnings channel implies that the gains from

a uniform trade liberalization (applying to all trading partners) are 16% larger for individuals with a

college degree, compared to those without. These findings are qualitatively similar when considering

more specific changes in trade policy which have recently been debated in the United States, namely an

increase in tariffs on imports from China.

Although these results are specific to the United States and to the period under consideration, the

method and tools we employed can be readily applied in other contexts, for instance to investigate the

likely distributional impacts of other major changes in trade policy such as Brexit.

In future research, we plan on extending both the model and empirics to allow for richer heterogeneity.

On the expenditure side, we can exploit the data further to study differences in import spending by

gender, age, family structure, and geography. On the earnings side, a model with imperfect mobility of

the labor force could capture important differences in the effect of trade on workers in different industries

or occupations, e.g. within and outside manufacturing, potentially generating net losses concentrated in

some subpopulations of the U.S.
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Artuç, Erhan, Shubham Chaudhuri, and John McLaren, “Trade shocks and labor adjustment: A structural

empirical approach,” American Economic Review, 2010, 100 (3), 1008–1045.

Autor, David H., David Dorn, and Gordon H. Hanson, “The China Syndrome: Local Labor Market Impacts

of Import Competition in the United States,” American Economic Review, 2013, 103 (6), 2121–2168.

, , , and Jae Song, “Trade Adjustment: Worker-Level Evidence,” The Quarterly Journal of Economics,

2014, 129 (4), 1799–1860.

, Lawrence F Katz, and AB Krueger, “Computing inequality: have computers changed the labor market?,”

The Quarterly Journal of Economics, 1998, (November), 1169–1213.

Bai, Liang and Sebastian Stumpner, “Estimating US Consumer Gains from Chinese Imports,” 2017.

Bems, Rudolfs and Julian Giovanni, “Income-Induced Expenditure Switching,” American Economic Review,

2016, 106 (12), 3898–3931.

Berman, Eli, John Bound, and Stephen Machin, “Implications of skill-biased technological change: interna-

tional evidence,” The Quarterly Journal of Economics, 1998, 113 (4), 1245–1279.

, , and Zvi Griliches, “Changes in the Demand for Skilled Labor Within U. S. Manufacturing: Evidence

From the Annual Survey of Manufactures,” The Quarterly Journal of Economics, 1994, 109 (2), 367–397.

Bernard, Andrew B., J. Bradford Jensen, and Peter K. Schott, “Survival of the best fit: Exposure to

low-wage countries and the (uneven) growth of U.S. manufacturing plants,” Journal of International Economics,

2006, 68 (1), 219–237.

, , and , “Importers, Exporters and Multinationals: A Portrait of Firms in the U.S. that Trade Goods,” in

“Producer Dynamics: New Evidence from Micro Data” 2009, pp. 513–552.

, , Stephen J. Redding, and Peter K. Schott, “Firms in international trade,” Journal of Economic

Perspectives, 2007, 21 (3), 105–130.

, , , and , “Global Firms,” Journal of Economic Literature, 2018.

, Jonathan Eaton, J. Bradford Jensen, and Samuel Kortum, “Plants and Productivity in International

Trade,” American Economic Review, 2003, 93 (4), 1268–1290.

Bloom, Nicholas, Erik Brynjolfsson, Lucia Foster, and Ron Jarmin, “What Drives Differences in Man-

agement?,” 2016.

Bohlen, Celestine, “A Global Push to Address Trade and Inequality,” New York Times, 2016,

(https://nyti.ms/2l95tar).

37



Boppart, Timo, “Structural Change and the Kaldor Facts in a Growth Model With Relative Price Effects and

Non-Gorman Preferences,” Econometrica, 2014, 82 (6), 2167–2196.

Borjas, George J, Richard B Freeman, and Lawrence F Katz, “How Much Do Immigration and Trade

Affect Labor Market Outcomes?,” Brookings Papers on Economic Activity, 1997.

Breinlich, Holger, Elsa Leromain, Dennis Novy, and Thomas Sampson, “The Brexit Vote and Inflation,”

2017.

Broda, Christian and David E. Weinstein, “Globalization and the Gains From Variety,” The Quarterly Journal

of Economics, 2006, 121 (2), 541–585.

and John Romalis, “Inequality and Prices: Does China Benefit the Poor in America?,” Mimeo, 2008.

Buera, Francisco J, Joseph P Kaboski, and Richard Rogerson, “Skill Biased Structural Change,” NBER

Working Paper, 2015.

Burstein, Ariel and Jonathan Vogel, “International Trade, Technology, and the Skill Premium,” Journal of

Political Economy, 2017, 125 (5), 1356–1412.

Caliendo, Lorenzo and Fernando Parro, “Estimates of the trade and welfare effects of NAFTA,” Review of

Economic Studies, 2015, 82 (1), 1–44.

, Maximiliano Dvorkin, and Fernando Parro, “Trade and Labor Market Dynamics,” 2017, (December).
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Table 1: Spending on Imports by Education Group, Industry Data

Imports by Trading Partners

All Developed

Countries China NAFTA Economies

Total Direct Total Direct Total Direct Total Direct

(1) (2) (3) (4) (5) (6) (7) (8)

All, % 13.69 7.28 2.06 1.53 2.79 0.98 3.46 2.15

College, % 13.30 7.12 2.11 1.58 2.63 0.92 3.26 1.99

Non-college, % 13.95 7.39 2.02 1.50 2.90 1.02 3.59 2.27

College minus non-college, p.p. -0.66 -0.28 +0.09 +0.08 -0.27 -0.09 -0.33 -0.28

(0.18) (0.15) (0.05) (0.05) (0.04) (0.02) (0.05) (0.05)

as % of avg. import spending -4.79 -3.83 4.48 5.48 -9.60 -9.63 -9.61 -12.90

→ Between goods and services -1.47 -1.17 -0.29 -0.27 -0.30 -0.17 -0.43 -0.38

(0.16) (0.13) (0.03) (0.03) (0.03) (0.02) (0.05) (0.04)

→ Within goods and services +0.81 +0.89 +0.38 +0.36 +0.03 +0.08 +0.10 +0.11

(0.05) (0.05) (0.03) (0.03) (0.01) (0.01) (0.03) (0.03)

→ Between subsectors +0.65 +0.74 +0.43 +0.40 +0.03 +0.07 +0.04 +0.03

(0.05) (0.04) (0.03) (0.03) (0.01) (0.01) (0.02) (0.02)

→ Within subsectors +0.16 +0.15 -0.04 -0.05 +0.01 +0.01 +0.07 +0.08

(0.03) (0.03) (0.02) (0.02) (0.01) (0.01) (0.02) (0.02)

Notes: This table estimates the fraction of imports in expenditure across education groups using the industry-level
data from Section 3. Total import spending includes consumption of imported products (direct import spending in
169 industries with positive final consumption) and imported intermediate inputs embedded in domestic products
(indirect import spending, measured using the input-output linkages across 380 industries in the input-output
table). The table reports the average and differential spending in the entire economy and decomposes the difference
into the within- and between- components according to equation (A24). NAFTA stands for Canada and Mexico,
whereas Developed Economies are OECD members (excluding NAFTA), Taiwan, and Singapore. Subsectors are
shown in Table A2. Standard errors are shown in parentheses.
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Table 2: Imports in Merged Nielsen-Census Sample, % of Firms’ Sales

By Product Class

All
Food

Health & General

Products Household Merchandize

Total Imports 11.10 6.92 14.58 27.96

Imports from China 4.15 0.88 6.51 17.91

Imports from NAFTA 1.91 1.67 2.19 2.74

Imports from Developed Economies 3.10 2.42 4.24 4.90

% of Firm-Module Sales to College Graduates 31.18 31.34 30.71 31.12

(st.dev.) (12.62) (13.54) (11.05) (9.44)

% of Product Class in Total Sales 100.00 67.29 20.24 12.48

N firms 8,200 5,700 2,400 2,000

N firm-years 12,700 9,000 3,700 2,800

N firm-module-years 131,000 88,600 29,800 12,500

Notes: This table reports statistics on imports based on the merged Nielsen-Census sample from Section 4, for all
products and for three product classes: Food, Alcohol, and Tobacco (“Food”), Health and Beauty Products and
Household Supplies (“Health and household”), and General Merchandize. Imports are measured at the firm level
and the summary statistics are computed using the square-root of firms’ Nielsen sales as weights. The reported
percentage of each product class uses the same weighting scheme. When computing the percentage of firm-module
sales to college graduates, weights are decomposed across barcodes of the same firm proportionally to sales. See
Appendix Table A11 for statistics with an alternative weighting scheme. Observations are firm-module-year cells
and the numbers of observations are rounded to the nearest 100 to preserve confidentiality.
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Table 3: Spending on Imports by Education Group, Merged Nielsen-Census Sample

Imports by Trading Partner

All
China NAFTA

Developed

Imports Economies

(1) (2) (3) (4)

All, % 11.10 4.16 1.91 3.10

College, % 11.50 4.02 1.95 3.37

Non-college, % 10.91 4.20 1.86 2.82

College minus non-college, p.p. +0.59 -0.18 +0.09 +0.55

(0.12) (0.07) (0.04) (0.06)

as % of avg. import spending 5.35 -4.37 4.61 17.63

→ Within industries +0.48 -0.10 +0.06 +0.38

(0.11) (0.03) (0.03) (0.06)

as % of avg. import spending 4.34 -2.43 3.20 12.27

→ Within product modules +0.28 -0.14 +0.03 +0.28

(0.06) (0.03) (0.02) (0.04)

as % of avg. import spending 2.56 -3.03 1.47 9.17

N firm-years 12,700 12,700 12,700 12,700

Notes: This table reports the fraction of imports in expenditure for different education groups using the merged
Nielsen-Census sample from Section 4. Importing is proxied by the share of total imports in firm sales. Differential
spending on imports is decomposed into “within” and “between” components for 6-digit I-O codes (“industries”)
and for Nielsen product modules (“product modules”) according to equation (A24). Firms are weighted by the
square-root of Nielsen sales. Standard errors are shown in parentheses.
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Table 4: Spending on Imports by Education Groups, Automobile Sample

Imports by Trading Partner Imports by Purchase Type

All Outside
NAFTA New Used

Countries NAFTA

(1) (2) (3) (4) (5)

All, % 49.66 25.47 24.19 50.23 49.30

College, % 53.82 32.68 21.14 53.30 54.27

Non-college, % 47.24 21.26 25.98 47.59 47.06

College minus non-college, p.p. +6.58 +11.41 -4.84 +5.71 +7.21

(0.27) (0.36) (0.22) (0.38) (0.36)

as % of avg. import spending +13.25 +44.82 -19.99 +11.37 +14.62

N auto purchases 51,498 51,498 51,498 19,617 31,610

N brands 39 39 39 38 39

Notes: This table reports the shares of purchases of imported cars as a fraction of total car purchases, by education
group. The merged dataset measures imports at the level of brands, linking the CEX to Ward’s data, as described
in Section 5. Columns (1) to (3) use the full sample of purchases and distinguish between imports from NAFTA
and other countries. Columns (4) and (5) decompose the sample into purchases of new and used cars (excluding
CEX purchases with missing information on whether the vehicle is new or used). All brands are listed in Table A15
(for Austin-Healey, only used purchases are observed). Standard errors are shown in parentheses.

Table 5: Relationship between Consumer Education
and Imports of Assembled Cars and Car Parts across Manufacturers

Imports as % of Car Sales Imports as % of Car Sales

Assembled Cars Assembled Cars Assembled Cars Assembled Cars

Only & Cars Parts Only & Cars Parts

(1) (2) (3) (4)

% of New Cars Sold to 1.031 0.918

College Graduates (0.326) (0.317)

% of Used Cars Sold to 1.565 1.425

College Graduates (0.305) (0.290)

N firms 20 20 20 20

Notes: This table shows that imports of car parts do not create large biases for the differential spending of college
and non-college consumers on imported cars. The dependent variables in OLS regressions are the shares of imports
of assembled cars (“Assembled Cars Only”) or of both assembled cars and car parts (“Assembled Cars & Cars
Parts”) in the value of car sales. They are computed using the Customs microdata and the Census of Manufactures
at the firm level, as described in Section 5.3. The independent variable is the fraction of sales of each firm to
college graduates in the CEX sample of car purchases, separately for new cars in columns (1) and (2) and used
cars in columns (3) and (4). Each regression is weighted by the number of purchases. The coefficient magnitudes
are comparable to the slopes in Figure 4. The sample size is rounded to the nearest 10 to protect confidentiality.
Robust standard errors are shown in parentheses.
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Table 6: Exposure to Labor Market Effects of Trade by Education Group, Industry Data

Payroll-weighted Averages

Import Export Imported Income

Penetration Share Inputs Share Elasticity×100

(1) (2) (3) (4) (5) (6) (7) (8)

All workers, % 4.21 8.15 4.66 9.21 7.08 13.73 107.11 103.03

College-educated workers, % 4.13 7.85 4.90 9.42 6.35 12.69 113.11 109.32

Non-college educated workers, % 4.28 8.45 4.43 9.01 7.79 14.75 101.19 96.81

College minus non-college, p.p. -0.15 -0.60 +0.47 +0.41 -1.44 -2.07 +11.92 +12.51

(0.04) (0.05) (0.03) (0.04) (0.02) (0.04) (0.12) (0.10)

as % of avg. -3.54 -7.33 10.08 4.48 -20.39 -15.05 11.13 12.14

→ Between goods and services -1.54 -2.04 -0.92 -1.21 -0.80 -1.28 +0.87 +0.79

(0.03) (0.03) (0.02) (0.02) (0.01) (0.02) (0.01) (0.01)

→ Within goods and services +1.39 +1.45 +1.39 +1.62 -0.65 -0.79 +11.05 +11.72

(0.02) (0.04) (0.02) (0.03) (0.01) (0.04) (0.12) (0.10)

→ Between subsectors +0.99 +1.22 +0.82 +1.17 -0.61 -0.44 +9.08 +9.25

(0.02) (0.03) (0.02) (0.03) (0.01) (0.02) (0.10) (0.09)

→ Within subsectors +0.40 +0.22 +0.57 +0.45 -0.04 -0.35 +1.96 +2.47

(0.01) (0.02) (0.01) (0.02) (0.01) (0.02) (0.08) (0.06)

Adjusted for I-O linkages No Yes No Yes No Yes No Yes

Notes: This table reports the payroll-weighted averages of several industry characteristics, overall and for college-
and non-college educated workers, using the industry-level data from Section 6, which covers 380 industries. It also
decomposes the difference between education groups into the within and between components for sectors (goods
and services) and subsectors (listed in Table A2), according to equation (A24). The outcomes are imports as % of
absorption, exports as % of industry output, imports of intermediate inputs as % of output, and income elasticities.
Even columns account for imports, exports, imported inputs, and income elasticities in downstream industries (see
Section 2.3 for details).
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Table 7: Calibration of the Welfare Effects of Trade Liberalizations

(a) Main Results

10% Reduction in Trade Barriers

All Import and Import Barriers

Export Barriers with China

(1) (2)

Average welfare effects, equivalent variation, % of spending

All 1.879 0.169

College 2.024 0.196

Non-College 1.740 0.142

Distributional effects, college minus non-college, p.p. [as % of avg. welfare effect]

Overall +0.285 [15.1%] +0.054 [32.2%]

→ Expenditure channel, pro-skilled +0.017 [0.9%] +0.004 [2.2%]

→ Earnings channel, pro-skilled +0.268 [14.3%] +0.050 [29.9%]

(b) Sensitivity of the Earnings Channel to Elasticities

10% Reduction in Trade Barriers

All Import and Import Barriers

Export Barriers with China

(1) (2)

Distributional effects from the earnings channel, college minus non-college, % of avg. welfare effect

Baseline: ξ = 3.5, ε = 1, ρ = 0.2, σmacro = 1.41 +14.3 +29.9

→ Varying ξ from 1.9 to 5.1 +11.6 to +16.9 +17.0 to +43.4

→ Varying ε from 0.8 to 3.5 +14.0 to +17.1 +29.0 to +42.3

→ Varying ρ from 0 to 1 +15.1 to +11.0 +30.9 to +26.0

→ Varying σmacro from 1.41 to 1.8 +14.3 to +11.2 +29.9 to +23.4

Notes: This table calibrates the welfare effects of trade liberalizations across education groups using the model from
Section 2 and the reduced-form patterns in Sections 3–6. Panel (a) reports the welfare effects in terms of equivalent
variation, expressed as a percentage of initial consumption spending for each education group. The distributional
effects are decomposed into the expenditure channel and the earnings channel according to equation (3). Panel (b)
shows the sensitivity of the distributional effects from the earnings channel to the choice of structural elasticities.
Using the notation from the model in Section 2, ξ denotes the trade elasticity, ε the elasticity of substitution between
industries (6-digit I-O codes), ρ the elasticity of substitution between sectors (goods and services), and σmacro the
elasticity of substitution between skilled and unskilled labor (workers with and without a college degree). For each
of this elasticities, we consider a plausible range of values in light of the literature (see the main text for a complete
discussion).

48



Figure 1: Industry Import Shares and Consumer Base

(a) Industries Grouped by Consumer Base
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Slope for goods: 1.588 (s.e. 0.420, N = 95), for services: 0.063 (s.e. 0.110, N = 74).

(b) Industries Grouped by Subsector
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Notes: The binned scatterplot in Panel (a) groups six-digit I-O industries within each sector into bins by consumer
base (% of industry sales to college graduates) and reports the share of total (direct plus indirect) imports from all
countries in final expenditures in these industries. In Panel (b), each circle corresponds to a subsector from Table
A2, and the circle size indicates final spending. Subsectors that account for less than 3% of the sectoral expenditure
are not shown. Industry-level data from Section 3 are employed in both panels.
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Figure 2: Import Shares and Consumer Base, Merged Nielsen-Census Sample

(a) Imports from All Countries (b) Imports from China

(c) Imports from NAFTA (d) Imports from Developed Economies

Notes: These binned scatterplots group firm-module-year cells in 20 bins by the fraction of Nielsen sales to college
graduates. The vertical axis shows the average share of imports in sales measured at the firm level in the Census.
Firms are weighted by the square-root of their Nielsen sales, and weights are decomposed across barcodes of the
same firm proportionally to sales. Fixed effects of I-O industries by year are absorbed.
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Figure 3: The Role of Product Quality

(a) Prices and Consumer Base

(b) Prices and Imports Excluding China (c) Prices and Imports from Developed Economics

(d) Prices and Imports from China, (e) Prices and Imports from China,

Health & Household only General Merchandize only

Notes: These binned scatterplots show average % of sales to college graduates and import shares by decile of
barcode prices within their respective product modules. Import shares are computed at the firm-level. The
analysis is performed on the sample of firm–year–module–decile cells. Product modules which include barcodes
with quantity measured in different units (e.g. ounces vs. counts) are decomposed by measurement unit. Firms
are weighted by the square-root of their Nielsen sales, and weights are decomposed across barcodes of the same
firm proportionally to sales. Fixed effects of modules by year are absorbed, which explains that there are more
than ten bins.
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Figure 4: Imports Shares and Consumer Base across Auto Brands

(a) Imports excluding NAFTA
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Slope: 1.770 (s.e. 0.324).

(b) Total Imports
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Slope: 1.020 (s.e. 0.291).

Notes: Each circle corresponds to a brand of automobile from Table A15. The import shares on the vertical axis
are based on the Ward’s data, aggregated from models into brands, and the shares of cars of each brand sold to
college graduates on the horizontal axis is from CEX. The size of each circle indicates the number of purchases in
the CEX data. Brands that account for less than 35 purchases are not shown.
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Figure 5: Imports and Skill Intensity across Industries

(a) Industries Grouped by Skill Intensity
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Slope for goods: 0.458 (s.e. 0.081, N = 258), for services: 0.024 (s.e. 0.011, N = 122).

(b) Industries Grouped by Subsector
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Notes: The binned scatterplot in Panel (a) groups six-digit I-O industries within each sector into bins by skill-
intensity (payroll share of college graduates) and reports the import penetration (the share of direct imports from
all countries in absorption) in these industries. In Panel (b), each circle corresponds to a subsector from Table A2,
and the circle size indicates payroll (subsectors that account for less than 3% of the sectoral payroll are not shown).
Industry-level data from Section 6 are used in both panels.
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Figure 6: Additional Industry-Level Outcomes and Skill Intensity

(a) I-O Adjusted Export Share as % of Output (b) Imported Intermediate Inputs as % of Output
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(c) I-O Adjusted Income Elasticity
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Notes: This figure uses industry-level data from Section 6 to show the relationship between skill intensity (payroll
share of college graduates) and three outcomes: the share of exports (including exports that happen through
domestic customers) in industry output in Panel (a), the share of imported intermediate inputs in industry output
in Panel (b), and the weighted average income elasticity corresponding to the final demand in the industry and its
domestic customers in Panel (c). The outcomes are measured according to the model in Appendix A.2. Each circle
corresponds to a subsector from Table A2, and the circle size indicates total payroll. Subsectors that account for
less than 3% of the sectoral payroll are not shown. For clarity, Panel (c) only labels two subsectors (Education and
Construction) that are important to understand the patterns.
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Figure 7: Decomposition of the Welfare Effects of Trade Liberalizations

(a) Decomposition of Welfare Effects from a 10% Fall in Import and Export Barriers
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(b) Decomposition of Differential Wage Effects
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(c) Decomposition of Import Competition Effects
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Notes: This table decomposes the welfare effects of trade liberalizations using the model from Section 2 and the
reduced-form patterns in Sections 3–6. Panel (a) reports average welfare gains in terms of equivalent variation,
expressed as a percentage of total consumption, and decomposes them into effects coming from cheaper imports,
higher wages and higher college-wage premium. Panel (b) decomposes the distributional effects from the earnings
channel, and Panel (c) decomposes the distributional effects from intensified import competition.
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Appendix

A Theory Appendix

A.1 More on Model without Input-Output Linkages

Equilibrium Conditions. The equilibrium is defined by a set of quantities and prices that satisfy five

standard conditions:

1. Profit maximization by domestic and foreign producers;

2. Utility maximization for each type of domestic agents: max{Qijc} U s.t.
∑

j,c pjcQ
i
jc = ζwi;

3. Export demand: QExport
jH = aExport

j

(
pjHτ

∗
j

)−ξj
for each j;

4. Product market clearing for domestic varieties: QjH = LSQ
S
jH + LUQ

U
jH +QExport

jH = Fj

(
LjS , L

j
U

)
for each j;

5. Labor market clearing for each type of agents:
∑

j L
j
i = Li for i = S,U .

Proof of (10). We start from the labor market clearing condition, expressed in value terms. For the

skilled group, wSLS =
∑

j wSL
j
S =

∑
j V Aj · vj , which in log-changes becomes

ŵS =
∑
j

ejS ·
(
V̂ Aj + v̂j

)
. (A1a)

Similarly for the unskilled, wULU =
∑

j wUL
j
U =

∑
j V Aj · (1− vj), thus

ŵU =
∑
j

ejU ·
(
V̂ Aj + 1̂− vj

)
. (A1b)

To solve for the change in the payroll shares of the skilled and unskilled groups (v̂j and 1̂− vj ,
respectively), we note that vj/ (1− vj) = wSL

j
S/wUL

j
U . By definition of the local elasticity of substitution

σj , this implies:
̂( vj
1− vj

)
= (1− σj) (ŵS − ŵU ) .

Expanding the left-hand side using the standard log-differentiation rules, we obtain:89

v̂j = (1− σj) (1− vj) (ŵS − ŵU ) ,

1̂− vj = − (1− σj) vj (ŵS − ŵU ) .

89We use ∂ log (z/ (1− z)) /∂ log z = 1/ (1− z) and ∂ log (1/ (1− z)) /∂ log z = −z/ (1− z).
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Plugging these into (A1a) and (A1b) and taking the difference between skilled and unskilled groups yields

ŵS − ŵU =
∑
j

(
ejS − e

j
U

)
V̂ Aj +

∑
j

(1− σj)
(
ejS (1− vj) + ejUvj

)
· (ŵS − ŵU ) . (A2)

Denoting the value added share of industry j by ej = V Aj/GDP (where GDP =
∑

j V Aj), we can

represent eSj as

eSj =
wSL

j
S

wSLS
=

V Aj
GDP

·
wSL

j
S/V Aj

wSLS/GDP
= ej ·

vj
v̄
,

and similarly eUj = ej (1− vj) / (1− v̄). This implies

ejS (1− vj) + ejUvj = ej

(
vj (1− vj)

v̄
+
vj (1− vj)

1− v̄

)
= ej

vj (1− vj)
v̄ (1− v̄)

.

Plugging this into (A2), we finally obtain (10):

ŵS − ŵU = ∆VA

[
V̂ Aj

]
− EVA

[
vj (1− vj)
v̄ (1− v̄)

(σj − 1)

]
· (ŵS − ŵU )

=
∆VA

[
V̂ Aj

]
1 + EVA

[
vj(1−vj)
v̄(1−v̄) · (σj − 1)

] ≡ ∆VA

[
V̂ Aj

]
σwithin

.

We note that the weights applied to σj − 1 aggregate to

EVA

[
vj (1− vj)
v̄ (1− v̄)

]
=
v̄ − v̄2 −Var [vj ]

v̄ (1− v̄)
= 1− Segmprod,

where Segmprod = Var [v] /v̄ (1− v̄) is the production segmentation index, which measures the hetero-

geneity of industries by skill intensity. This proves that σwithin is higher when skill intensity is more

homogenous across industries (production segmentation is lower), provided that labor types are substi-

tutes (σj > 1).

Proof of (11)–(12). From the market clearing condition for domestic products, the value of domestic

output (or equivalently value added) combines domestic and export sales: V Aj = XFinal
jH +XExport

j , where

XFinal
jH = XS

jH +XU
jH . In log-differences,

V̂ Aj = Dom sharej · X̂Final
j + Export sharej · X̂

Export
j and (A3)

X̂Final
j = µjX̂

S
jH + (1− µj) X̂U

jH .

We combine the trade-induced price changes from Step 1 with the demand system to solve for the

domestic and foreign consumers’ demand changes. First, from the assumption on foreign demand and
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(5),

X̂Export
j = (1− ξj) (p̂jH + τ̂∗)

= (1− ξj)
(

ˆ̄w + τ̂∗ + (vj − v̄) (ŵS − ŵU )
)
. (A4)

Second, Appendix A.3 derives the change in the spending of a group-i consumer, who has non-homothetic

nested CES preferences, on the industry j’s composite good (see equation (A21)). Combining it with

CES preferences over varieties from different countries and using X̂i = ŵi, we obtain

X̂i
jH = ŵi + (1− ξj) (p̂jH − p̂j) + (1− εr) (p̂j − p̂ir) + (1− ρ) (p̂ir − π̂i) + (ψj − 1) (ŵi − π̂i) (A5)

where p̂ir =
∑

j∈r s
i
j|rp̂j is the group-specific sectoral price index and sij|r = sij/s

i
r is the spending share

within the sector. (A5) represents the change in domestic spending on domestic varieties as a sum of

five terms, representing growth of domestic income, reduction of domestic prices relative to the industry

composite, cross-price effects across industries and sectors, and income effects. Averaging X̂i
jH between

the two consumer groups and expressing everything in terms of averages and differences between the

groups, we obtain:

X̂Final
jH = ˆ̄w + (µj − µ̄) (ŵS − ŵU )

+ (1− ξj) (p̂jH − p̂j)

+ (1− εr) (p̂j − p̂r − (µj − µr) (p̂Sr − p̂Ur))

+ (1− ρ)
(
p̂r + (µj − µr) (p̂Sr − p̂Ur)− ˆ̄π − (µj − µ̄) (π̂S − π̂U )

)
+ (ψj − 1)

(
ˆ̄w − ˆ̄π + (µj − µ̄) (ŵS − ŵU )− (µj − µ̄) (π̂S − π̂U )

)
, (A6)

where p̂r ≡ µrp̂Sr + (1− µr) p̂Ur = EFinal [p̂j | r] is the sectoral price index for all final consumption.

It remains to characterize various price indices. Equations (5) and (6) characterize producer and

consumer price changes by industry, p̂jH and p̂j , respectively, together implying:

p̂jH − p̂j = −IPjcτ̂ + IPj ˆ̄w + IPj (vj − v̄) (ŵS − ŵU ) .

Similarly,

p̂j − p̂r = (IPjc − EFinal [IPjc | r]) τ̂ − (IPj − EFinal [IPj | r]) ˆ̄w

+ ((vj − v̄) (1− IPj)− EFinal [(vj − v̄) (1− IPj) | r]) (ŵS − ŵU ) ,

p̂r − ˆ̄π = EFinal [p̂j | r]− EFinal [p̂j ] ,

p̂Sr − p̂Ur = ∆Final [p̂j | r] ≡
∑
j∈r

(
sSj|r − s

U
j|r

)
p̂j ,
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and

π̂S − π̂U = ∆Final [p̂j ] ,

where in the last three lines industry price indices can again be plugged in from (6). We substitute these

expressions in (A6) and then to (A3), and rearrange terms, combining those with τ̂ , τ̂∗, ˆ̄w, and ŵS − ŵU .

The coefficients at these terms are ηimport
j , −ηexport

j , ηavg wage
j , and −ηskill prem

j , respectively. With some

algebra, we arrive at (12b), (12c), and

ηimport
j = Dom sharej · {(ξj − 1) · IPjc + (εr − 1) · (EFinal [IPjc | r]− IPjc)

+ (ρ− 1) · (EFinal [IPjc]− EFinal [IPjc | r])− (ψj − 1) · EFinal [IPjc]

+ (εr − ρ) (µj − µr) ∆Final [IPjc]− (ψj − ρ) (µj − µ̄) ∆Final [IPjc]} . (A7)

The two terms in the last line were ignored in (12a) as negligible: they correspond to the effects of tariff

changes that operate through differential price indices; they only affect the earnings channel if consumer

base is correlated with skill intensity and if spending on imports is differential across groups, neither of

which happens much in our data. Finally, ignoring analogous negligible effects, the elasticity of industry

size with respect to the lower skill premium, which is important for σmacro, is given by

ηskill prem
j = Export sharej · (ξj − 1) (vj − v̄) + Dom sharej · {(ξj − 1) IPj (vj − v̄)

+ (εr − 1) ((1− IPj) (vj − v̄)− EFinal [(1− IPj) (vj − v̄) | r])

+ (ρ− 1) (EFinal [(1− IPj) (vj − v̄) | r]− EFinal [(1− IPj) (vj − v̄)])

+ (ψj − 1)EFinal [(1− IPj) (vj − v̄)]− ψj (µj − µ̄)} . (A8)

Discussion of σmacro. Recall that σmacro = σwithin + ∆V A

[
ηskill prem
j

]
. The second term can be ex-

pressed as a cross-industry average, ∆V A

[
ηskill prem
j

]
= EV A

[
ηskill prem
j · vj−v̄

v̄(1−v̄)

]
(see analogous equation

(A26) in Appendix A.4). Plugging in (A8), we obtain

σmacro =
(
1− Segmprod

)
σ̄ + ωξ ξ̄ + ωεε̄+ ωρρ+ ωψψ̄

−∆V A [Dom sharej · ψj (µj − µ̄)] .

Here ωξ +ωε +ωρ +ωψ = Segmprod, so the first line is a weighted average of elasticities in the model: σj ,

ξj , εr, ρ, and ψj , similar to Oberfield and Raval (2014).90 The weights correspond to the importance of

different types of labor reallocation: 1 − ηprod is large when skill-intensities are relatively homogeneous

90For instance, ωξ = EV A
[
(1−Dom sharej · (1− IPj)) (vj−v̄)

2

v̄(1−v̄)

]
= ∆V A [(1−Dom sharej · (1− IPj)) (vj − v̄)], and other

weights are similarly obtained from ∆V A

[
ηskill prem
j

]
.
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across industries, which creates room for within-industry reallocation. The other terms capture different

types of between-industry reallocation. For example, the weight on the trade elasticities (ωξ) is larger

when the economy is more open on both import and export sides. The second line provides a segregation

adjustment.

A.2 General Model

In this section we derive the average gains from trade policy, as well as the distributional effects through

the expenditure and earnings channels in the general model, which allows for input-output linkages.

To characterize intermediate demand, we make a functional form assumption on the production func-

tion: it combines intermediate inputs from various industries with the composite output of labor (value

added) in the Cobb-Douglas way,

QjH =
(
FVA
j

(
LjS , L

j
U

))1−βj
·
∏
l

(
Qjl

)βjl
,

where FVA
j is a homogeneous of degree one function with local elasticity of substitution σj , βj =

∑
l β

j
l is

the total cost share of intermediates, and matrix B =
(
βjl

)
is the input requirement (I-O) matrix. The

rows of B correspond to selling (upstream) industries l, columns to buying (downstream) industries j,

and elements measure the fraction of domestic industry j’s costs spent on inputs from industry l. Qjl is

the quantity of the industry-l composite commodity purchased by j, and it combines varieties from all

countries in the same CES way as final consumers aggregate them. That is the standard proportionality

condition that the BEA input-output table relies on.91 The Cobb-Douglas assumption is only required

for the earnings channel—as before, the expenditure channel results remain non-parametric.

As in Section 2, we proceed in two steps. We first characterize price changes conditionally on wage

changes and solve for the average gains and the expenditure channel. Then we solve for the industry size

change and link it to skill premium growth.

Step 1. Price Changes. We show that industry-specific consumer (producer) price indices are deter-

mined by the total share of spending on imports (on imported intermediates), both direct and indirect.

We use tildes to denote objects that account for upstream suppliers, and define the total share of imports

from country c in consumption (ĨP jc) and in domestic production (ĨP
Interm

jc ) in an intuitive recursive

way:

ĨP jc = IPjc + (1− IPj) · ĨP
Interm

jc , (A9a)

ĨP
Interm

jc =
∑
l

βjl ĨP jc, (A9b)

91The proportionality condition is also standard in the literature (e.g. Caliendo and Parro, 2015). The World Input-Output
Database departs from it slightly by allowing for differences in import shares between final and intermediate consumers (but
not across different types of each). However, it is more aggregated and has other limitations (Timmer et al., 2015).
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with analogous notation for imports from a set of countries c or from all foreign countries.92 In matrix

form, (A9a) solves as ĨP c = B̃ · IPc where B̃ = (I− diag (1− IPj) B′)−1 is a Leontief-type inverse

matrix.93

By Shephard’s lemma, producer price index satisfies

p̂jH = (1− βj)
(

ˆ̄w + (vj − v̄) (ŵS − ŵU )
)

+
∑
l

βjl p̂j .

And consumer price index combines domestic and foreign price changes:

p̂j = IPjcτ̂ + (1− IPj) p̂jH .

Combining these expression, we obtain a recursive characterization for the consumer price index that

parallels (A9a)–(A9b):

p̂j = IPjcτ̂ + (1− IPj)

(
(1− βj)

(
ˆ̄w + (vj − v̄) (ŵS − ŵU )

)
+
∑
l

βjl p̂j

)
= ĨP jcτ̂ +

(
1− ĨP j

) (
ˆ̄w + (ṽ − v̄) (ŵS − ŵU )

)
, (A10)

where ṽj is the average skill intensity of the domestic part of the supply chain leading to good j, which

is defined in matrix form by
{(

1− ĨP j
)
ṽj

}
= B̃ ·

{(
1− βj

)
(1− IPj) vj

}
. Similarly for producer price

index,

p̂jH = ĨP
Interm

jc τ̂ +
(

1− ĨP
Interm

j

) (
ˆ̄w + (ṽ − v̄) (ŵS − ŵU )

)
. (A11)

Expressions (A10) and (A11) generalize (6) and (5), respectively. They imply the expressions for the

average gains and the expenditure channel that are analogous to (7) and (8), with tildes added.

Step 2. Wage Changes. The connection between the wage changes and differential growth of indus-

tries in Step 2a holds in the general model.94 To solve for the average wage and skill premium changes,

it remains to generalize Step 2b, i.e. equations (12a)–(12c) by characterizing the changes in industry

value added. We start from the product market clearing condition; domestic output can be sold to do-

mestic final and intermediate consumers, as well as to exports: XjH = XFinal
jH +XInterm

jH +XExport
jH , where

XInterm
jH =

∑
kX

k
jH measures total intermediate sales and k indexes domestic downstream industries, each

buying Xk
jH from j.

To measure the contribution of different modes of selling to the total, we need to know the weights of

92Tintelnot et al. (2017) use analogous definitions looking at the firm-to-firm input-output network. We have that in mind
when computing the import share from the microdata in Sections 4 and 5, accounting for both direct and first-order indirect
imports.

93Multiplication of B′ by diag (1− IPj) is the open-economy adjustment to the I-O table described by Antràs et al. (2012).
94This requires that the production function can be written as QjH = Fj

(
FVA
j

(
LjS , L

j
U

)
, Qj1, . . . , Q

j
J
)

for some Fj ho-
mogenous of degree one, so that substitution patterns between labor types are independent of the choice of intermediate
inputs and σj is well-defined. The Cobb-Douglas assumption is sufficient but not necessary.
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each term in the total before the shock and to predict their changes after the shock. Regarding the former,

in the I-O table we observe the share of exports in output and the share of final sales and sales to each

downstream industry k in absorption; purchases of domestic varieties by different buyers are not reported

directly. However, they can be computed using the proportionality condition. Specifically, we introduce

the intermediate absorption matrix D =
(
δkj

)
. Its rows (columns) correspond to the selling (buying)

industries j (k), and typical element δkj = Xk
jH/Absorptionj measures the share of industry j’s absorption

(spending on both domestic and foreign varieties) that is used as intermediate inputs to downstream

industry k. While B looks at industry’s suppliers, D characterizes its buyers. By proportionality, shares

δkj equally apply to the domestic sales of domestic varieties, Xk
jH/

(
XFinal
jH +XInterm

jH

)
= δkj , hence the

share of domestic output that goes to k equals Xk
jH/XjH = Dom sharej · δkj . Similarly, the share of

domestic output that is sold to domestic final consumers is Dom sharej · (1− δj) ≡ Dom final sharej with

δj =
∑

k δ
k
j measuring the share of final sales in absorption. As a result,

X̂jH = Export sharej · X̂
Export
jH + Dom final sharej · X̂Final

jH + Dom sharej ·
∑
k

δkj X̂
k
jH . (A12)

The change of output on the left-hand side equals V̂ Aj due to the Cobb-Douglas assumption. To char-

acterize the change of intermediate sales X̂k
jH , we apply Cobb-Douglas again. The share of spending by

industry k on all varieties of j is fixed, so X̂k
j = X̂k, and CES aggregation across varieties implies that

X̂k
jH = X̂k + (1− ξj) (p̂jH − p̂j), where the last term captures import competition in intermediate sales.

Plugging these into (A11) yields a recursive characterization for V̂ Aj :

V̂ Aj = Export sharej ·X̂
Export
jH +Dom final sharej ·X̂Final

jH +Dom sharej ·

(
δj (1− ξj) (p̂jH − p̂j) +

∑
k

δkj V̂ Ak

)
.

Denoting Interm sharej = Dom sharej · δj and solving it in matrix form, we obtain

V̂ A = D̃ ·
{

Export sharej · X̂
Export
jH + Dom final sharej · X̂Final

jH

+Interm sharej · (1− ξj) (p̂jH − p̂j)
}
, (A13)

where D̃ = (I− diag (Dom sharej) D)−1 is the Leontief inverse corresponding to D. Three terms in

(A13) correspond to direct changes in export demand, domestic final demand, and competition with

foreign varieties in intermediate markets. Pre-multiplication by D̃ makes the I-O adjustment to account

for the propagation of shocks from downstream industries up through changes in intermediate demand;

algebraically, (A13) is the sum of direct value added changes in the industry itself, its intermediate

customers, their customers, etc. For example, elements of
(
D̃ · Export share

)
are shares of domestic

output that is exported either directly or indirectly by selling to domestic downstream industries that

export. Similarly, elements of
(
D̃ ·Dom final share

)
are complementary shares of output ultimately sold

to domestic consumers.
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Expressions (A4) and (A5) for export and domestic final demand follow from the corresponding

demand systems and extend to the general case with no change. We plug in consumer and producer

price indices from (A10) and (A11) and combine terms at τ̂ , τ̂∗, ˆ̄w, and ŵS − ŵU to arrive at (11), where

industry size responses are characterized by the expressions we present in order.95 The elasticity with

respect to import tariffs (generalization of (12a)) combines import competition effects at the three tiers

(varieties, industries, and sectors), income effects, and cheaper intermediate input effects:96

ηimport
j = Import comp effectj + Income effectj − Int.Input effectj . (A14a)

Here import competition effects are like (12a) before, but I-O adjusted:

Import comp effect = D̃ · {[(ξj − 1) IPjc + (εr − 1) (EFinal [IPjc | r]− IPjc)

+ (ρ− 1) (EFinal [IPjc]− EFinal [IPjc | r])] ·Dom final sharej

+ (ξj − 1) IPjc · Interm sales sharej} . (A14b)

Income effects, which did not exist in the simplified model, are determined by the weighted average income

elasticity ψ̄j that combines income elasticity of the varieties produced by the industry and its downstream

clients (“I-O-adjusted income elasticity”):

Income effectj = D̃ · {− (ψj − 1) ·Dom final sharej} · EFinal

[
ĨP jc

]
≡ −

(
ψ̄j − 1

)
·
(
D̃ ·Dom final sharej

)
· EFinal

[
ĨP jc

]
. (A14c)

Finally, due to cheaper intermediate inputs, domestic varieties outcompete foreign varieties as they become

cheaper by ˜IP Interm
jc , which is only partially offset by the lower industry price index ( ˜IP Interm,H

jc ≡ ˜IP Interm
jc ·

(1− IPj)). Moreover, lower price index attracts demand from other industries to j. These effects are

formalized by:

Int.Input effectj = D̃ ·
{[

(ξj − 1)
(

˜IP Interm
jc − ˜IP Interm,H

jc

)
+ (εr − 1)

(
˜IP Interm,H
jc − EFinal

[
˜IP Interm,H
jc | r

])
+ (ρ− 1)

(
EFinal

[
˜IP Interm,H
jc | r

]
− EFinal

[
˜IP Interm,H
jc

])]
·Dom final sharej

+ (ξj − 1)
(

˜IP Interm
jc − ˜IP Interm,H

jc

)
· Interm sales sharej

+ (ξj − 1) ˜IP Interm
jc · Export sharej

}
. (A14d)

The responses of industry size to the lower export tariff and to higher domestic average wage are

similar to (12b)–(12c) but I-O adjusted. In particular, the export effect includes exports in downstream

95Details of the algebra are available from the authors upon request.
96This ignores negligible terms analogous to those discussed in Appendix A.1.
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industries:

ηexport
j = D̃ ·

{
(ξj − 1) Export sharej

}
, (A15)

ηavg wage = D̃ ·Dom final share− ηimport − ηexport. (A16)

The generalization of (A8) for ηskill prem
j is obtained analogously. This concludes Step 2b. Step 2c is

unchanged, and equations (13a)–(14) characterize the changes in the average wage and the skill premium.

A.3 Non-Homothetic Nested CES

In this section we show that non-homothetic nested CES preferences defined implicitly by (1) yield a very

intuitive log-linear approximation for the change in demand after a set of wage and price shocks, even

though demand functions do not have a closed-form solution.

We will fix one type of agents and therefore suppress the i index, and to understand the demand

behavior in the general case, we treat the set of shocks to consumer’s expenditure and prices, X̂ and

p̂j , as exogenous. We also assume the parameter restrictions which guarantee that preferences are well-

defined. In particular this requires εr 6= 1, since non-homothetic Cobb-Douglas preferences cannot be

globally defined (Hanoch, 1975; Comin et al., 2016).97

Conditional on the utility level U at the optimal bundle of goods, preferences reduce to nested CES,

which has a well-known demand structure. Define the sectoral and overall price indices as

p∗r =

∑
j∈r

ajUϕj−1p1−εr
j

1/(1−εr)

,

π∗ =

(∑
r

p∗r
1−ρ

)1/(1−ρ)

.

(A17)

Then

U = X/π∗, (A18)

and spending on good j satisfies

Xj = X · sj ≡ X ·
ajUϕj−1p1−εr

j

p∗r
1−εr︸ ︷︷ ︸
sj|r

· p
∗
r

1−ρ

π∗1−ρ︸ ︷︷ ︸
sr

. (A19)

Define λj = (ϕj − 1) / (1− εr), λr =
∑

j∈r sj|rλj , and λ =
∑

r srλr, which are observable at the

97In the application we will allow for εr = 1, interpreted as εr → 1, which is sufficient for us since we are only interested
in the local behavior of demand.
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original equilibrium, given preference parameters. Then log-differentiating (A17) yields:

p̂∗r =
∑
j

sj|r

(
p̂j + λjÛ∗

)
and

π̂∗ =
∑
r

srp̂
∗
r = π̂ + λÛ∗,

where Û∗ = d logU is the relative change in the cardinal utility. Together with (A18) this implies

Û∗ = X̂ − π̂∗ =
X̂ − π̂
1 + λ

. (A20)

This equation relates changes in the cardinal utility to observable objects only: money metric (change in

the total expenditure minus the Laspeyres price index) and the spending shares at the original equilibrium

(which enter λ). We can now solve for p̂∗r , π̂
∗, and ultimately for the change in demand, also in terms of

observables:

p̂∗r = p̂r +
λr

1 + λ

(
X̂ − π̂

)
,

π̂∗ = π̂ +
λ

1 + λ

(
X̂ − π̂

)
, and

X̂j = X̂ + (ϕj − 1) Û∗ + (1− εr) (p̂j − p̂∗r) + (1− ρ) (p̂∗r − π̂∗)

= X̂ + (1− εr) (p̂j − p̂r) + (1− ρ) (p̂r − π̂) + (ψj − 1)
(
X̂ − π̂

)
, (A21)

where

ψj = 1 +
(1− εr) (λj − λr)− (1− ρ) (λr − λ)

1 + λ
. (A22)

According to (A21), the change in spending on industry j has four components. The first three

are identical to homothetic nested CES, capturing the change in total expenditure (i.e., in income),

reallocation of demand within the sector and across sectors. The fourth is the income effect, shaped by

the income elasticity ψj . When the money metric of utility, which is an observable measure of real income,

goes up, spending on income-elastic products with ψj > 1 increases. Within each sector, income elasticities

are higher in industries with higher ϕj , but the comparison across sectors is less straightforward.

A.4 Two Decompositions

To empirically investigate differences in spending on imports (∆Final [IPjc]) and differences in exposure

to the labor market effects of trade through various channels (∆VA [·]), we use two decompositions.

First, we note that there is a convenient way of visualizing the main patterns in the data. It is intuitive

that the share of spending on imports is higher for the skilled than unskilled consumers (in the agent

space) if and only if industries that sell relatively more to the skilled group have higher import shares (in
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the product space). We formalize this idea by defining µj as the fraction of industry j’s domestic final

sales that goes to the skilled group. We will refer to µj as the industry’s consumer base, and its parallel in

the labor market is the skill intensity vj . Then the difference in spending on imports can be represented

as the slope of the regression of import penetration on the consumer base, rescaled by the consumption

segmentation index :

∆Final [IPc] =
Cov [µ, IPc]

Var [µ]
· Segmcons, (A23)

where Segmcons = Var[µ]
µ̄(1−µ̄) = ∆Final [µ] measures the difference between consumption baskets of the two

types in a model-consistent way.98 Segmentation equals zero when all industries have the same mix of final

consumers and attains the maximum value of one when each industry sells only to one group. Decompo-

sition (A23) shows that skilled consumers spend more on imports when segmentation is sufficiently high

and import shares are higher in industries with skilled consumers. The regression slope can be visualized

using scatterplots and other standard tools.

Second, differential effects can be represented as a sum of the components arising “between” and

“within” more aggregated groups of products (for instance, sectors). Consider the expenditure side:

∆Final [IPjc] =
∑
j

(
sSj − sUj

)
IPjc = ∆between

Final [IPc] + ∆within
Final [IPc] , (A24)

where ∆between
Final [IPc] =

∑
g

(
sSg − sUg

)
IPgc and ∆within

Final [IPc] =
∑

j

(
sSj − sUj

)
(IPjc − IPgc) . In these

expressions g indexes product groups, sig is the share of spending of type i on all products within group

g, and IPgc is the average import share for all products in group g, with total final expenditures weights.

The “between” component ignores compositional differences within product groups, while the “within”

component only captures those.

Analogous decompositions hold on the earnings side, with three differences: industries are weighted

by value added instead of final consumption, spending shares are replaced with payroll shares eji , and

consumer base µj is replaced by the skill intensity vj . The counterpart to Segmcons is the production

segmentation index Segmprod = Var [v] /v̄ (1− v̄), which measures the heterogeneity of industries by skill

intensity. Oberfield and Raval (2014) consider an equivalent index based on capital intensity, which they

call the heterogeneity index.

98The final consumption-weighted average µ̄ represents the fraction of the skilled population in total expenditures. By
assumption, expenditures are proportionate to income for each group, which implies that the overall expenditure and income
shares of the skilled group are equal, i.e. µ̄ = v̄. Consumption segmentation index is related to, but conceptually distinct
from, a commonly used dissimilarity index Duncan and Duncan (1955). Appendix A.5 explains the relationship between the
two measures.
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Proofs. To establish decomposition (A23), note that the share of an industry in the college graduates’

spending can be represented in the following way:

sSj =
XS
j

XS

=
XS
j +XU

j

XS +XU
·
XS
j /
(
XS
j +XU

j

)
XS/ (XS +XU )

= sFinal
j · µj

µ̄
. (A25a)

This expression implies, for instance, that industry j is overrepresented in consumption of the skilled

group (sSj > sFinal
j ) if and only if µj > µ̄. Similarly for the unskilled group,

sUj = sFinal
j · 1− µj

1− µ̄
. (A25b)

Plugging (A25a) and (A25b) into the differential spending formula yields a representation of differential

spending as a rescaled covariance between between import penetration and the consumer base across

industries:

∆Final [IPc] =
∑
j

(
sSj − sUj

)
IPc

=
∑
j

sFinal
j

(
µj
µ̄
− 1− µj

1− µ̄

)
IPjc

= EFinal

[
µj − µ̄
µ̄ (1− µ̄)

IPjc

]
=

Cov [µj , IPjc]

µ̄ (1− µ̄)
, (A26)

where covariance is weighted by total final consumption. The last step to (A23) follows from the canonical

formula for the least square regression coefficient, Cov [µj , IPjc] /Var [µj ].

The within-between decomposition is straightforward. By definition of the spending share of the group

of products, sig =
∑

j∈g s
i
j . This implies

∆between
Final [IPc] =

∑
j

(
sSj − sUj

)
IPgc.

Adding it up with ∆within
Final [IPc], one immediately gets ∆Final [IPc], as required.

A.5 Consumption Segmentation and Dissimilarity Index

The dissimilarity index (Duncan and Duncan, 1955) is defined as the minimal share of consumption of

one group that needs to be reallocated to different products to reach the consumption basket of the other
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group, which can be formalized as

Dissim =
1

2

∑
j

∣∣sSj − sUj ∣∣ . (A27)

Here we show that it admits a representation similar to the consumption segmentation index, but with

the variance replaced by mean absolute deviation, which is the first moment rather than the second.

Plugging in (A25a) and (A25b) into (A27) yields:

Dissim =
1

2

∑
j

∣∣∣∣sFinal
j ·

(
µj
µ̄
− 1− µj

1− µ̄

)∣∣∣∣
=

1

2

EFinal [|µj − µ̄|]
µ̄ (1− µ̄)

,

where the numerator is indeed the (weighted) mean absolute deviation.

Because µj ∈ [0, 1], consumption segmentation and dissimilarity coincide in extreme cases: they both

are zero if and only if consumer base is the same in all industries, and they are both one if any only if

consumption baskets do not overlap, i.e. µj ∈ {0, 1}. More interestingly, they also coincide in the case

when industries are of two types: some sell to only one type of consumers (µj ∈ {0, 1}), while the others

sell to everyone in proportion to their income (µj = µ̄). Then it is straightforward to verify that both

segmentation and dissimilarity equal to the share of total spending on the non-overlapping industries.

B Econometric Appendix

B.1 Inference for the Expenditure Channel Decomposition

In this section we describe how standard errors can be constructed for the differential shares of import

spending from the firm sample in Section 4.2. Suppose there is a set of firms indexed by f . Each of them

is characterized by the outcome yf (the import share) and non-negative spending levels in dollars by the

skilled and unskilled people, denoted Sf and Uf , which are positive in expectation.99 Our population

object of interest is the differential expectation of the outcome in consumption baskets of the skilled and

unskilled:100

θ = E
[

Sf
E [Sf ]

yf −
Uf

E [Uf ]
yf

]
. (A28)

We observe an i.i.d. sample of N firms characterized by (yf , Sf , Uf ). This captures three types of

randomness in the data: in the outcome variable, consumer base of the firm, and firm size, which we

denote by Xf = Sf + Uf . The plug-in estimator for θ is

θ̂ =

∑
f Sfyf∑
f Sf

−
∑

f Ufyf∑
f Uf

. (A29)

99We will assume that all regularity conditions, such as finiteness of second moments, are satisfied.
100To define the estimand with our square-root weighting scheme, we divide Sf and Uf by

√
Sf + Uf , so that they add up

to the square root of the actual firm sales. This weighting scheme helps make regularity conditions hold in the data despite
the skewed distributions of Sf and Uf .
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We explain how to do inference for θ̂ as well as for the between- and within-group components of it.

Inference on the Weighted Mean. The estimator in (A29) is a difference of two objects. We first

show how to do inference on each of them separately, for instance the first one:

θ̂S =

∑
f Sfyf∑
f Sf

,

which estimates θS = E [Sfyf ] /E [Sf ]. The asymptotic behavior of θ̂S follows from Central Limit Theorem

and the Slutsky’s theorem:

√
N
(
θ̂S − θS

)
=
√
N

(
1
N

∑
f Sfyf

1
N

∑
f Sf

− θS

)

=

1√
N

∑
f Sf (yf − θS)

1
N

∑
f Sf

→p N

(
0,

Var [Sf (yf − θS)]

(E [Sf ])2

)
.

The asymptotic variance of θ̂S can then be consistently estimated by

V̂ ar
(
θ̂S

)
=

1

N

1
N

∑
f

(
Sf

(
yf − θ̂S

))2

(
1
N

∑
f Sf

)2

=

∑
f

(
Sf

(
yf − θ̂S

))2

(∑
f Sf

)2 .

An analogous expression holds for the estimator θ̂U of the weighted mean for the unskilled θU .

Inference on Differential Means. Now come back to the estimator (A29), which satisfies

θ̂ − θ =
1
N

∑
f Sf (yf − θS)
1
N

∑
f Sf

−
1
N

∑
f Uf (yf − θU )
1
N

∑
f Uf

.

Because both denominators converge in probability to a non-zero number and numerators have zero

expectations, noise in the estimation of the denominator does not increase the variance. Hence we can

write:

√
N
(
θ̂ − θ

)
=

1√
N

∑
f

{
Sf

E [Sf ]
(yf − θS)−

Uf
E [Uf ]

(yf − θU )

}

→p N
(

0,Var

[
Sf

E [Sf ]
(yf − θS)−

Uf
E [Uf ]

(yf − θU )

])
.
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The variance of θ̂ can be consistently estimated as

V̂ ar
(
θ̂
)

=
1

N2

∑
f

{
Sf

1
N

∑
f Sf

(
yf − θ̂S

)
−

Uf
1
N

∑
f Uf

(
yf − θ̂U

)}2

=
∑
f

{
Sf∑
f Sf

(
yf − θ̂S

)
−

Uf∑
f Uf

(
yf − θ̂U

)}2

. (A30)

This formula can be extended to the case of clustering in the standard way.

Regression Representation. While formula (A30) provides the analytical expression for V̂ ar
(
θ̂
)

,

a slightly different (in finite samples) but also consistent variance estimator can be obtained using the

standard regression toolkit. Note that θ̂S is the slope of a simple regression of yf
√
Sf on

√
Sf without a

constant, and θ̂U can be obtained in an analogous way. Estimating these two regressions simultaneously,

e.g. using the suest command in Stata, we can get robust or clustered standard errors for θ̂S − θ̂U = θ̂

without implementing (A30) manually.

Within and Between. Now suppose that firms are classified into groups g, such as industries. We will

think of the sample as a sample of groups within which we observe all firms. We also assume that there

is a large sample of groups. The objects of interest are the between- and within-group components of θ̂:

θ̂between =

∑
g Sgȳg∑
g Sg

−
∑

g Ugȳg∑
g Ug

,

θ̂within =

∑
f Sf (yf − ȳg)∑

f Sf
−
∑

f Uf (yf − ȳg)∑
f Uf

,

where Sg =
∑

f∈g Sf and Ug =
∑

f∈g Uf are the group sizes and ȳg =
∑

f∈g (Sf + Uf ) yf/ (Sg + Ug) is

the group-level average outcome. One can easily verify that θ̂ = θ̂between + θ̂within.

The between part is just a version of our estimator (A29) defined at the group level. With a large

sample of groups, we can directly apply the variance estimator (A30). The within-part is the same as θ̂

with the outcome variable yf − ȳg. This outcome variable is correlated within the group. Still, a clustered

version of (A29) is consistent for the variance of θ̂within.

In practice we use the regression representation while clustering at the firm-level for the overall effect

and clustering at the group level for the within and between components.

B.2 Attenuation Bias from Product Aggregation

In this section we show that if the relationship between import shares and consumer base is weaker within

firms than between, and goes in the same direction, then the differential import spending measured at

the more aggregated firm level is attenuated by a factor which is below the ratio of the consumption

segmentation indices across barcodes and across firms.
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Consider the covariance representation of the differential import spending at the level of barcodes j

(equation (A26)):

∆Final [IP ] =
Cov [IPj , µj ]

µ̄ (1− µ̄)
.

The denominator does not suffer from any aggregation bias. This covariance can be decomposed using

the law of total covariances into the components within and between firms, denoted f , implying:

Cov [IPj , µj ]

µ̄ (1− µ̄)
=

Cov [IPf , µf ]

µ̄ (1− µ̄)
+

E [Cov [IPj , µj | f ]]

µ̄ (1− µ̄)
. (A31)

The across-firms covariance is related to the slope of the regression of IPf on µf , as in equation (A23):

Cov [IPf , µf ]

µ̄ (1− µ̄)
= βbetween · ηbetween

cons ,

where “between” indicates objects from the firm-level data. The second term in (A31) admits a similar

decomposition:
E [Cov [IPj , µj | f ]]

µ̄ (1− µ̄)
= β̄within · ηwithin

cons ,

where

β̄within =
E [βf ·Var [µj | f ]]

E [Var [µj | f ]]

and

ηwithin
cons =

E [Var [µj | f ]]

µ̄ (1− µ̄)
.

The former is the weighted average of firm-specific relationships between import shares and consumer

base across barcodes within firms. Weights are proportional to the firm sales but also to the variance of

consumer base, which is analogous to the well-known result by Angrist (1998) that OLS with fixed effects

weights group-specific treatments by the group-specific variance of the treatment status. Correspond-

ingly, ηwithin
cons is the component of consumption segmentation that related to the within-firm differences in

consumption baskets between the two groups. By the law of total variance, ηbetween
cons + ηwithin

cons = ηcons is

the full consumption segmentation at the barcode level.

Combining these characterizations, we conclude that the differential import spending at the detailed

level can be represented as

∆Final [IP ] = βbetweenη
between
cons + β̄withinη

within
cons .

Now assume that the regression slope within firms, β̄within, is between zero and βbetween. Without

loss of generality, suppose that βbetween > 0, so 0 < β̄within < βbetween. Then ∆Final [IP ] lies between

βbetweenη
between
cons , which is the estimate at the firm level, and βbetweenηcons, which is larger by a factor of

ηcons/η
between
cons —the ratio of consumption segmentation indices across barcodes and across firms, which is
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always above or equal to 1.

B.3 Bias-Corrected Estimation of Consumption Segmentation

For the population of goods j, which may be individual barcodes or firm-level composites, the consumption

segmentation index is defined as

ηcons =
Var

[
µ∗j

]
µ̄∗ (1− µ̄∗)

,

where µ∗j is the population share of skilled consumers in purchases of good j and the variance is weighted

by some measure ωj of the importance of the good (the square-root of sales with our main weighting

scheme). We only observe a random sample of consumers h and their expenditures, from which we

estimate the consumer base:

µj =
∑
j

sjhCollegeh,

where Collegeh is an indicator for whether the consumer is a college graduate and sjh is the share of

consumer h in the observed sales of good j.

The section argues that the variance of µj across goods is an inconsistent, upwardly biased, estimate

of Var
[
µ∗j

]
and develops a bias-corrected estimator. We make two simplifying assumptions. First, we

assume that µj is independent across goods, which would be true if the sets of consumers were not

overlapping. Second, we treat consumption shares sjh as non-random, only studying sample variation

coming from the college dummy. An approach similar to the one in Appendix B.1 can be potentially

developed to take random shares into account.

Since the sample of consumers is i.i.d. for each good, µj is unbiased for µ∗j , and we can write µj = µ∗j+εj

with a mean-zero noise εj =
∑

j sjh (Collegeh − E [Collegeh | j]) that is uncorrelated with µ∗j . As a result,

the weighted variance of observed µj across goods includes the fundamental variance of µ∗j and the average

variance of the noise:

Var [µj ] = Var
[
µ∗j
]

+ E
[
σ2
j

]
, (A32)

where σ2
j = E

[
ε2j

]
. If unbiased estimates σ̂2

j are available for σ2
j , averaging them across goods yields an

unbiased estimate of E
[
σ2
j

]
, which is also consistent if the set of goods is growing. Subtracting it from

Var [µj ] then yields a bias-correct estimate of Var
[
µ∗j

]
.

An unbiased estimator for σ2
j can be obtained by noticing that εj is just a weighted average of a

random sample, hence

σ2
j = HHIj ·Var [Collegeh | j] , (A33)

where HHIj =
∑

h s
2
jh is the Herfindahl index that measures the (inverse) effective number of consumers

of this good. Here Var [Collegeh | j] depends on the good—for example, a good which fundamentally sells

99% to college graduates will have very little sample variation in µj . This fundamental variance can be
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estimated as a transformation of the sample variance of Collegeh among observed consumers:

E

∑
h

sjh

(
Collegeh −

∑
h′

sjh′Collegeh′

)2
 =

∑
h

sjh (1− sjh)2 +
∑
h

sjh
∑
h′ 6=h

s2
jh′

 ·Var [Collegeh | j]

= (1−HHIj) ·Var [Collegeh | j] .

Since we treat weights, and therefore HHIj , as non-random,
∑

h sjh (Collegeh − µj)
2 / (1−HHIj) is

unbiased for Var [Collegeh | j]. Plugging this into (A33), we get

σ̂2
j = HHIj ·

∑
h sjh (Collegeh − µj)

2

1−HHIj
.

With equal weights, σ̂2
j becomes a familiar unbiased variance estimator with N − 1 in the denominator.

Plugging it into (A32), we obtain a consistent estimator of Var
[
µ∗j

]
:

̂
Var

[
µ∗j

]
=
∑
j

ωj (µj − µ̄)2 −
∑
j

ωjs
2
j .

Dividing through by µ̄ (1− µ̄) transforms it into the consumption segmentation index.

B.4 Estimation of Income Elasticities

Here we describe the procedure used to estimate income elasticities for each I-O industry in Section 6,

based on the CEX data from Section 3.1. Our approach is inspired by equation A22, which shows that

ψj can be estimated directly from the relationship between spending and consumer expenditure, as long

as the log-linear approximation works well and different consumers face the same prices. We take this

approach in Section 6 instead of estimating the primitive parameters ϕj structurally.

We split households in the CEX sample into 11 bins by the reported pre-tax household income and

compute consumption shares across 671 spending categories j for each of the bins i separately (sij) and

overall (sj). Then for each spending category we estimate the income semi -elasticity by regressing,

across income bins, spending shares on the log of total expenditure in this income group, averaged across

households:

sij = constantj + βj log Expendituresi + error termij .

Observations are weighted by number of households in each income bin. For an income-elastic spending

category, the share is increasing in the total expenditures, so βj > 0, and the reverse holds for income-

inelastic products. We then convert the semi-elasticity into the elasticity ψj for an average consumer of

product j:

ψj = 1 +
β̂j
sj
.

The intermediate step with semi-elasticities guarantees that the spending-weighted average of income
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elasticities across all spending categories is equal to one, as it should be theoretically:

∑
j

ψjsj =
∑
j

sj +
∑
j

β̂j = 1 + 0 = 1,

where
∑

j β̂j = 0 because spending shares sum up to a constant (one) for each income group, and the

regression of a constant on log Expendituresi yields a zero slope.

Expenditures are used on the right-hand side instead of income because in the CEX, total expendi-

tures do not vary one-to-one with reported income. The relationship is increasing but much less than

proportionate, which may be a consequence of imperfect measurement of income—either because current

income is a bad proxy for permanent income, or for pure measurement error reasons. In either case,

income elasticity estimates would be biased towards one if income was used on the right-hand side.

Table A16 presents the averages of income elasticities by classes of CEX spending categories, which

are broadly consistent with the estimates from Aguiar and Bils (2015).

C Data Appendix

C.1 Consumer Expenditure Survey

CEX is a stratified household survey conducted by the U.S. Bureau of Labor Statistics that measures

the universe of personal spending by around 650 detailed categories. CEX consists of two separate parts:

interview and diary surveys, which we use in combination. Quarterly interviews cover the complete

range of expenditures, whereas diaries focus on some categories, such as food and clothing, in much

greater detail. The interview panel include around 6,900 households per quarter, each surveyed for four

consecutive quarters. Diaries are collected for roughly the same number of distinct households per year

but capture only two weeks of consumption. We select categories of spending (UCC) from both surveys

according to the Integrated Stub file provided by the CEX, so that they cover all categories without

double-counting.

The key advantage of CEX is that consumption structure can be measured separately for different

groups of households. We split panelists by education of the household’s reference person answering the

interview, defining college education as bachelor’s degree or higher, and by bins of household income

before tax.101

To increase the sample size, we combine data from 2006–2008. We drop all households with income

below $5,000. Our final interview sample includes 32,668 unique households with average annualized

spending of $35,351, while the diary sample has 16,901 households spending $13,384 per household per

year. The distribution of spending by large groups is given in Table A16.

Expenditure on housing services requires special treatment. The range of CEX spending categories

101We use variable EDUC REF for education. For income, we use FINCBTXM in the interview survey and FINCBEFX in
the diary survey. Eleven income bins are defined by the following cutoffs (in $000): 10, 20, 30, 40, 50, 60, 75, 90, 110, and
150.
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includes rents and mortgage interest, but not the mortgage principal payments. However, an addendum

section of the interview survey provides information on the self-reported rental value of owned property.

In our static setup that is the closest analog to annual expenditures on housing for home-owners, so we

add imputed rents to the set of UCC we consider.102

C.2 Input-Output Table

We use the most recent detailed I-O table, which dates from 2007 . While BEA publishes annual tables

with 71 relatively coarse three-digit industries, the 2007 one is disaggregated into 389 six-digit industries.

These industries are groups of six-digit NAICS codes: while NAICS includes 581 goods and 565 service

industries, the I-O classification includes 258 and 122, respectively, plus 9 special industries such as

government and non-comparable imports. Some I-O industries are as detailed as NAICS (e.g. Electronic

computer manufacturing), but in other cases aggregation is quite strong (e.g. 24 NAICS codes within

Apparel manufacturing become a single category).

The use of the I-O table is complicated by the fact that the same product (“commodity”) can be pro-

duced by different industries: for example, trucks are manufactured by both truck and car manufacturing

establishments. We follow the standard procedure to address this issue by using the Supplementary Tables

after Redefinitions (Horowitz and Planting, 2009) and combining the Make and Use tables to produce a

square commodity-by-commodity matrix.

C.3 Merged Nielsen-Census Sample

Data Sources. The Nielsen company asks around 55,000 U.S. households per year to record all pur-

chases within certain classes of products. Consumers scan purchased goods using handheld barcode

scanners provided by Nielsen. They also manually enter products that do not have barcodes, such as

fresh produce. Nielsen obtains price information from a combination of store data and manual entry

by households. The stratified sample of households is representative of the U.S. population in terms of

income, education, age, race, household size, and other characteristics when using the Nielsen-provided

projection weights.

GS1 maintains the concordance between barcodes and firm names and addresses; the version we

obtained if complete as of February 2016. We drop 5.2% Nielsen barcodes which we could not link to

GS1 (they constitute 1.8% of total sales in Nielsen). In most cases GS1 firms are located within the

U.S., although there are some exceptions, mostly with Canadian addresses. We drop firms with addresses

outside 50 U.S. states and Washington, D.C. or with missing state information, which constitute 4.3% of

all Nielsen firms but only 0.75% of total sales.

Business Register, or SSEL, is the comprehensive list of establishments, with names and addresses,

assembled using Census surveys, Internal Revenue Service tax data, and other data sources at the annual

102Aguiar and Bils (2015) follow a similar approach. The information on the mortgage principal is also collected, but is less
suitable for our purposes.
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frequency (DeSalvo et al., 2016). Because firms change names and addresses over time, while GS1 provides

only one observation per firm, we use addresses in the SSEL for all years from 1991–2014, which improves

the quality of the merge.

The Economic Census is the survey of all business establishments in the U.S. It is conducted by the

Census Bureau in years that end with 2 or 7, and participation is required by law. The content of the

questionnaire varies across sectors and industries but all of them include questions on the total revenue.

We primarily use Censuses of Manufacturing, Wholesale, and Retail. Establishments in Services, Finance,

and Utilities are also part of our Economic Census sample, but they are rarely matched to Nielsen.

Finally, LFTTD (Linked/Longitudinal Firm Trade Transaction Database) is the microdata on all

international trade transactions, based on the import declarations and shippers export declarations. It

has been matched to the Census by firm identifier (see Bernard et al., 2009).

Sample Construction. We predict total sales of each Nielsen barcode by applying projection weights

provided by Nielsen to the purchases by each household and, using the GS1 crosswalk, aggregate them

to firms and firm-module cells. We classify households into college- and non-college by using education

of both male and female heads. If they are both present but only one has college degree, we attribute

half of the purchases to each education group. Income is reported in 16 discrete bins, and we use their

midpoints.103 Income is reported with a two-year lag, so we use the value from two years after, whenever

available.

We apply several filters to Nielsen. First, we drop households with reported income below $5,000.

Second, we drop “magnet data”—products that do not use standard barcodes, such as fresh fruits and

vegetables. Finally, we also drop firm-years with less than five unique barcode-household pairs and those

with total spending by Nielsen panelists under $100—we label those as “tiny” Nielsen firms. From now

on, we will suppress mentioning years.

We then compute import shares for each Census firm. The numerator is total imports from LFTTD.

To measure the total firm output in the denominator, we aggregate revenue of all establishments belonging

to the firm. However, this creates double-counting if a manufacturing company ships its products to its

own wholesalers or retailers and then sells them. Therefore, we only count the total revenue in the largest

NAICS2 sector in which the firm operates, although the results are not substantially different without

this correction. We drop firms for which imports exceed 200% of annual sales, indicating an imperfect

match between LFTTD and the Census.

Finally, we merge name and addresses in GS1 with the Census firms—a procedure we describe next.

Once done, we implement a consistency filter. Some firms, particularly large ones, span many industries,

so their scope may not be covered well by the set of products covered by Nielsen. As a result, the overall

importing behavior may be a very bad proxy for the set of products covered by Nielsen. We therefore

103The cutoffs in $000 are: 5, 8, 10, 12, 15, 20, 25, 30, 35, 40, 45, 50, 60, 70, and 100. In some years, the top-income group
is decomposed further, but we use a consistent classification. We assign the top-income group the value of $140,000, based
on the average income in the years when we have more detailed data.
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require that Nielsen sales of a firm are within the range of 1% and 300% of the Census sales. Although

still wide, this range excludes strongest violations of consistency in both directions and makes our results

robust to using the square-root of Nielsen or Census sales as weights.

Merging Process. We match names and addresses between GS1 and each year of SSEL from 1991–2014

separately. The process consists of three steps. First, we pre-process names and addresses in both datasets

to maximize the probability of exact matches. Second, we develop a series of matching rules and apply

them starting from the strictest, giving priority to multi-establishment Census firms. Third, because

names and addresses change over time, some matches will only be found in some years. We extrapolate

them to other years wherever possible. We now describe each step in detail.

Pre-processing. We use the algorithms from the reclink2 package from Wasi and Flaaen (2015),

with minor modifications. For company names, the stnd compname command removes special symbols,

makes standard substitutions (e.g., INTL to International), and isolates the entity type (e.g., INC) into

a separate variable. Pre-processing of addresses is particularly important. The stnd address command

parses them into several parts: the main address variable (where special symbols are removed, street types

are converted to their abbreviations, e.g., Street into ST, etc.), as well as the post office box, unit (e.g.

SUITE 1400), and building numbers, if present. We implement an important addition to this parsing

procedure by also extracting the house number from the address. We define it as the number at the

beginning of the address or, if the address starts with a letter, the largest number in the address.104

Matching Algorithm. The SSEL consists of records of three types: multi-unit (one per establish-

ment for firms with multiple establishments), “submaster” (one per tax identifier of a multi-unit firm,

created for consistency with the IRS), and single-unit. We give priority to multi-unit and submaster

records by first attempting to match GS1 firms to them. For GS1 firms that are still not merged, we try

matching to single-unit firms that are part of the LBD (the Longitudinal Business Database, which links

SSEL records across years). The lowest priority is given to single-unit firms outside of the LBD.105

Within each priority level, we apply consecutive matching rules, starting from the strictest one. Once

a GS1 firm finds an SSEL match, it is removed from the process. This guarantees that each GS1 firm

is matched to only one Census firm, except for rare cases when we find several matches using the same

matching rule. At the same time, we allow several GS1 firms to be matched to the same Census firm, as

should be the case for subsidiaries of the same firm that appear in GS1 separately.

We developed seven matching rules by trial and error and manually checked samples of matched firms

104Extracting the largest number is inspired by the the addresses of foreign firms are treated in the LFTTD (see Kamal
and Monarch, 2016). With fuzzy matching, matching on the house number ensures that buildings like 47 Main St. and 49
Main St. are distinguished. It is also very useful for parts of Wisconsin and Illinois which use alphanumeric addresses, e.g.
“W190 N10768 Commerce Cir, Germantown, WI.”

105One SSEL record may list up to two addresses per establishment (physical and mailing) and sometimes specifies two
zipcodes (one reported and one inferred automatically based on the rest of the address). We use all available versions of the
address to increase the probability of the match.
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to verify that each of them mostly produces correct matches. Each rule requires an exact match and

non-missing values for some key variables, an exact match on additional variables where missing values

are allowed, and a bigram probabilistic (“fuzzy”) match on other variables with a specified match score

threshold. The implementation is again based on the reclink2 package from Wasi and Flaaen (2015).

While we kept its logic, we substantially improved computational efficiency; the modified code is available

upon request.

Table A4 lists the rules. The two strictest rule require a non-missing match is required for the 9-digit

zipcode (ZIP+4). Although available only for some firms, it generally identifies the building or a post box

precisely. The first rule additionally requires an exact (possibly missing) match for the firm name, house

number, address, PO Box, unit, and building, standardized as previously described, while the second rule

only requires an exact match on the house number, while the other variables are matched in a fuzzy way.

The least restrictive seventh rule requires exact matches on the firm name, its entity type, and state, still

delivering high quality of matches for the records that have not been matched using stricter rules.

Extrapolation of Matches. Matching with GS1 is done separately for each year of the SSEL. If a

GS1 firm does not find any SSEL match in a given year t, we turn to the matches that were found for this

firm in other years, with preference to the closest years.106 If some match is found in year t′, we check in

the LBD whether the matched firm existed in t and, if so, use this match for year t.

Match Statistics. Panel (a) of Table A5 shows that the majority of Nielsen firms, excluding tiny ones,

is matched, covering over 83% of total Nielsen sales.107 In 2007, there were 26,900 Nielsen firms, and

elimination of the tiny ones leaves us with 11,000 without any significant loss in total projected sales.

Out of them we are able to find a Census match in the same year of the Census Business Register for

7,600, while using names and addresses from other years adds another 600 firms, making it 8,200 total.

Although all firms are supposed to fill out Census forms, not all of them do, so we find 7,200 Nielsen

firms in at least one of the Censuses, and of them 6,100 pass the consistency filter. Although there are a

few cases where we find two Census matches for the same Nielsen firms, the number of Nielsen firms with

single matches is the same 6,100 after rounding. Statistics are similar for 2012, increasing the sample size

to 12,700 firm-years.

Panel (b) of Table A5 shows merging statistics starting from Census firms. Since Nielsen only covers

consumer packaged goods, we do not expect a high match rate in most industries. However, Nielsen

coverage is strongest for food, alcohol, and tobacco. This panel starts from all 51,500 firms in the Census

of Manufactures in the corresponding NAICS code 312. Out of them, 8,900 (or 17.3%) are merged to

any Nielsen firm, including the tiny ones, and the merged ones account for 79% of the total sales. After

dropping small Nielsen firms and implementing the consistency filter, we match only 9.3% of the firm count

but still 58.7% of sales by all manufacturers in the industry. Note that we also merge many wholesalers

106For year t, we start with t+ 1, then use t− 1, t+ 2, t− 2, t+ 3, etc.
107The match rate is above 83% of sales for food and health and household products, but a bit worse for general merchandize,

at 76%.
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and retailers selling food, not accounted for in this table. Table A6 shows that multi-establishment firms

are a minority in the matched sample (29%), but they cover 93% of sales. Within both multi- and single-

establishment matched firms, the strictest matching rule 1 captures the largest share of firms, but all

rules contribute to the sample.

Table A7 shows the fractions of firms operating in different sectors, defined by their 2-digit NAICS

codes, in the sample.108 The manufacturing sectors constitutes the largest fraction of the sample (57.2%

with square-root weighting), followed by wholesaling (29.0%) and retailing (8.7%). The smaller share of

retailers is in part determined by their large average sales, which imply that the square-root weighting

scheme reduces their importance. At the same time, it is important to understand that most products sold

by retailers are registered by other firms. Appendix D shows that this is true even for products manufac-

tured for and distributed exclusively by Walmart. Among the 3-digit NAICS codes, Food Manufacturing

and Nondurable Goods Wholesalers are the most prevalent ones, followed by Chemical Manufacturing

(which includes soap, shampoos, etc.) and Beverage and Tobacco Manufacturing.

The last column of Table A7 presents a nice test on the quality of the match. Nielsen data allow

us to identify products that are branded by the retail chain that sells them (“private label brands”).

We find that over 99% sales of barcodes registered by food and beverage stores, according to their main

NAICS code in the Economic Census, are private label brands. For comparison, this share is only 7.9%

for wholesalers and mere 1.2% for manufacturers.

Table A8 examines how representative the matched sample is. Panel (a) compares firms in Nielsen,

excluding tiny ones, that found a match to those that did not. Median firms in the merged sample have

about twice as large Nielsen sales relative to the firms that did not find a match. Matched firms also sell

to slightly, but statistically significantly, poorer and less educated consumers. For example, 29.1% of sales

of matched firms is to college graduates, as opposed to 30.7% for firms that we did not match. However,

these differences can largely be explained by the size difference; they are reduced when controlling for

a quadratic term in log Nielsen sales. Panel (b) provides evidence on sample selection for the firms in

the Census of Manufactures producing food, alcohol, and tobacco. Again, merged firms are much larger,

with median sales of $13.3 million, payroll of $1.9 million and 54 employees, as opposed to $606,000 sales,

$113,000 payroll and 4 employees for a median Census firm that we did not merge. Comparing these sets

of firms by skill intensity (the payroll share of non-production workers) does not reveal statistically or

economically significant differences.

C.4 CEX and Ward’s Data on Automobiles

To measure consumer characteristics by auto brand, we use the OVB file (“Owned Vehicles Detailed

Questions”) from the CEX Interview Survey, which asks respondents to provide information about all

cars they own, including the brand, whether the car was purchased new or used, and in some cases the

price.

108Because Census data provides NAICS codes for establishments not firms, we classify firms by the 2- and 3-digit NAICS
in which they have the largest payroll, excluding NAICS code 55 “Management of Companies and Enterprises”.
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The data are available since 2006 but we use it for 2009–2015 for consistency with the Ward’s sample.

Each household is expected to participate in the survey for four consecutive quarters, so to avoid dupli-

cation we only use the most recent survey in which the OVB survey is filled. Still, the same household

may own several cars. Like in other datasets we build, we drop cars owned by households with income

(before tax) below $5,000. We only include automobiles and exclude all other types of owned vehicles.

Importing data come from Ward’s Automotive Yearbooks. We use the electronic versions of the 2011,

2013, 2014, and 2016 yearbooks. Each of them shows the statistics for the previous two years, thus

covering the 2009–2015 period. In each year we use four Ward’s tables. One is on sales (U.S. Car Sales

by Line by Month) and for each model (“line”, e.g. Chevrolet Camaro) it decomposes the number of sold

cars into those built within and outside NAFTA. We use the other three tables (U.S. Vehicle Production

by Line by Month and same for Mexico and Canada) to decompose cars produced within NAFTA into

those built domestically versus imported from Canada or Mexico.

We first aggregate all years of Ward’s data to measure, for each model, the number of cars sold, the

share of them from outside NAFTA, and the shares of production within NAFTA that comes from the U.S.,

Canada, and Mexico separately. We then compute the domestic share of each model sales as the product

of those from within NAFTA (from the sales table) and the share of U.S. within NAFTA production

(from production tables). For two models only, the sales table reports some NAFTA production, but

production data are missing, in which case we assign all NAFTA production to the U.S.

At the end we aggregate all models by brand using sales weights from Ward’s. We find 35 brands in

both CES and Ward’s data. We also keep four brands (Daewoo, MG, Land Rover, and Austin-Healey)

which are in CEX but not in Ward’s, and are fully imported. This results in the sample of 39 brands

listed in Table A15.

C.5 Microdata on Automobiles

We use the 2012 version the Census of Manufacturers and the Customs data for the same year. At the

same time, to increase sample size we measuring consumer base using all years of the CEX when the

brand variable is available, 2006–2015 (see Section (C.4) on the data description).

To match domestic car producers in the CEX, we first link each car brand to the firm that owned it

in 2012, using the Ward’s Automotive Yearbook and Internet search. Then we manually search for firm

names in the 2012 Business Register (SSEL)—the list of all establishments in the U.S., and obtain the

firm identifier or identifiers for all firms that participated in the Census.

Our sample includes two types of observations. If a firm has no production in the U.S., we keep its

brands separately and assign 100% imports, both direct and total. And if a firm has some U.S. production

(and participated in the 2012 Census of Manufacturers)109, we aggregate its brands together and measure

import shares.

109Participation in the quinquennial Census is required by law, so the vast majority of firms reply. However, not all of them
do, and the information on participation is confidential.
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The value of imports of assembled cars is defined as total imports in the Customs data in the Harmo-

nized Trade Classification (HS) code 8703 “Motor cars and other motor vehicles principally designed for

the transport of persons”.110 Imports of car parts are defined as those in HS codes 8706 (chassis fitted

with engines), 8707 (bodies for motor vehicles), 8708 (parts and accessories of motor vehicles), 84 (ma-

chinery), 85 (electrical machinery and equipment), 90 (measuring and other instruments), 39 (plastics),

40 (rubber), 73 (articles of iron and steel), 83 (miscellaneous articles of base metal), and 94 (furniture).

We measure car sales by the sum of total shipments of domestically assembled cars and the imports of

assembled cars. The former is defined as the total value of shipments from all of the firm’s establishments

which belong to NAICS code 33611 (Automobile and light duty motor vehicle manufacturing) in the

Census of Manufactures. Then direct (total) import share is the ratio of imports of cars (cars plus parts)

in car sales.

C.6 Imputation of Skill Intensity for Detailed Industries

Our goal is to decompose the total payroll in each detailed I-O industry by education group. To do so,

we first do it for more detailed six-digit NAICS (N6) industry codes and then aggregate up by I-O. We

use two pieces of data. First, from QCEW we observe total payroll and the average wage w̄N6 for each

N6 industry. Second, from IPUMS ACS we know payroll of college- and non-college workers separately,

from which we compute skill intensity—the college share of payroll vIND, but it is only available for more

aggregated industries, based on the ACS variable IND.111

In the model, skill intensity of any industry or group of industries j is linearly related to the average

wage:

w̄j = wU (1− vj) + wSvj , hence

vj = α0 + α1w̄j , (A34)

where α0 = −wU/ (wS − wU ) and α1 = 1/ (wS − wU ). Empirically, we recognize that this relationship

differs across sectors, so we allow α0 and α1 to vary across two-digit NAICS sectors, denoted N2.

Equation (A34) holds in theory both across more aggregate IND industries, where we observe both

vj and w̄j , and across detailed N6, where we only observe the right-hand side variable. Therefore, we

estimate this equation at the IND level (by least squares with payroll weights) and then impute vN6 from

it. The prediction equals:

vimputed
N6 = vIND + α1,N2 · (w̄IND − w̄N2) .

We verify that estimates of α1,N2 are positive for all sectors and that wages have substantial predictive

power: the adjusted R2 of regression of vj on N2 fixed effects goes up from 65.1% to 82.8% when wages

(with N2-specific coefficient) are included. We constrain the imputed skill intensity to lie between 0 and

110This HS code includes some vehicles besides cars (e.g. SUVs and ambulances), which may create some upward bias.
111Only in one case (NAICS industry 519130), the same N6 code corresponds to two IND codes. We split this N6 code into

two proportionately to the IND payroll.
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1 in rare cases where the prediction is outside this interval.

This imputation preserves the average skill intensity from ACS. This allows us to build a weighted

crosswalk to assign for each ACS respondent a set of probabilities that this person works in each N6 and

thus I-O industry, based on their IND industry and college dummy. These probabilities differ between

college and non-college workers: for example, a N6 industry with low average wages will have lower

weight for college graduates. We use this crosswalk to do inference for measures of differential labor

market exposure in Section 6.2.

C.7 Manufacturing Microdata

To measure the relationship between skill intensity and exporting at the plant level in Appendix E.3, we

use Census microdata. We focus on the manufacturing sector because it is the only one where information

of the worker types is available,112 and it is the most tradable sector, too.

Until recently, Census surveys did not ask establishments about education of their workers, which led

a long tradition to proxy for skill intensity by the payroll or employment share of non-production workers

(e.g. Berman et al., 1994; Autor et al., 1998), which are considered to be more skilled than production

workers (Berman et al., 1998). The situation has changed with the arrival of the 2010 MOPS survey,

which is a supplement to the Annual Survey of Manufactures (ASM), which covers all largest firms as

well as a sample of smaller ones.

We use MOPS questions 32–35, which ask for number of managers and employees, as well as the

share of managers and non-managers with a college (bachelor) degree.113 The shares are listed in terms

of discrete bins, so we use the midpoints of those bins.114 This yields an estimate of the share college

graduates in total employment, vEmp
j . Unfortunately we do not observe wages of college- and non-college

workers. Therefore, to impute the payroll share we use the economy-wide average wages of these groups

from the U.S. Census Bureau (DeNavas-Walt et al., 2011). They show that the median wage of college

graduates is about 80% higher than that of non-college workers (considering individuals in the labor force

and 25 years or older), so we measure the payrolls share of college graduates in each establishment j as

vj =
1.8 · vEmp

j

1.8 · vEmp
j +

(
1− vEmp

j

) .
It is very strongly correlated with vEmp

j , so the details of imputation are not important.

Besides the MOPS sample, we use the 2010 ASM and the full 2007 CMF. We match them to the

Customs microdata (LFTTD) to measure exports. Like Bernard et al. (2018), we do not use the CMF and

112Analysis on other sectors could be possible by the Longitudinal Employer-Household Dynamics (LEHD) data, but we
do not have access to it.

113The questionnaire is available at https://www2.census.gov/programs-surveys/mops/technical-
documentation/questionnaires/mop-2010.pdf; also see Bloom et al. (2016). We drop observations where any of these
questions is missing.

114The bins are under 20%, 21–40%, 41–60%, 61–80%, and over 80% for managers and 0%, 1–10%, 11–20%, and over 20%
for non-managers (we assign 25% to the last category).
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ASM question about plant exports, which is less reliable than direct observation of trade transactions. For

firms with multiple establishments, we attribute firm exports proportionately to the value of establishment

sales (shipments). We drop firms where exports exceed twice the total value of manufacturing sales, as

those are likely to result from measurement error or other firm establishments which are not part of the

sample (e.g. the non-manufacturing ones). We compute the export share of an establishment relative to

the value of shipments.

D Examples of Products

To verify our understanding of which firms register barcodes, we visited a Walmart store and photographed

a sample of products, both domestic and imported according to their labels. Then we identified them in

the GS1 database by the barcode and searched for the information about the firms that registered them

in the Internet. Figure A11 shows pictures of the five of them that illustrate well different situations we

observed.115

Panels (a) and (b) show two plates labeled as Made in the USA, one from an independent brand and

the other one distributed by Walmart. According to the GS1 data, the blocks of barcodes they belong

to were registered by World Kitchen, LLC and Merrick Engineering Inc., respectively. Internet search

verified that both of them are manufacturing firms in the U.S. , so we will recognize these products as

domestic, unless their firms import a lot of materials.

Three remaining products are imported. Bed sheets in Panel (c) belong to the same brand as (b),

distributed by Walmart, yet they are made in China. Correspondingly, the barcode is registered by

Jiangsu Royal Home USA, Inc which according to Internet sources belongs to the NAICS code 423220

“Home furnishing merchant wholesalers” and imports from China.

Plates in picture (d), also made in China, are registered by First Design Global, Inc, which is a

manufacturing firm but it imports tableware and kitchenware from China. We will therefore attribute

these plates partially to imports, in proportion to the fraction of imports of this firm to its sales. That

does not introduce a bias if this firm manufactures other products domestically and they have similar

buyer characteristics to the imported ones.

Finally, the Canadian hair conditioner from picture (e) is distributed by Walmart and, unlike previ-

ously considered products, was registered by Walmart itself. Therefore, in the Nielsen-Census merge we

will view the probability that it is imported as the fraction of Walmart’s direct imports relative to its total

Census sales. This may be an underestimate if Walmart’s direct imports in the Customs data mostly cover

its own-registered products, whereas its sales include all products, e.g. those from all previous pictures.

115We have not used any Nielsen data in this section. These products may or may not be in our final sample.
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E Additional Evidence and Robustness Checks

E.1 Differential Spending on Imports of Consumer Packaged Goods

In this section we check robustness of the results to different skill measures and weights and discuss some

concerns with the estimation, stemming from underestimating of retailer imports and measuring imports

at the firm rather than barcode level. Finally we exploit differences in the magnitude of the differential

import spending across product modules to make a humble prediction for the product categories outside

Nielsen.

Product Classes. Table A9 verifies that the patters of differential import spending hold across product

classes, both for imports from China and for other imports grouped together. Columns (1)–(3) show that

college graduates buy more imports from countries other than China in all product classes, although the

effect is particularly strong for food (17.1% of the average). Similarly, in all of columns (4)–(6) college

graduates spend less on Chinese products. The strongest effect is in health and household products, but

its magnitude is only 5.4% of the average share of Chinese imports in that class.

Final and Intermediate Products. Table A10 attempts to isolate direct and indirect imports, i.e.

imports of final goods and intermediate inputs. We do not classify products into final and intermediate.

Instead we consider the main activity of the firm that registered the barcode. We view imports by

wholesalers and retailers as direct imports. We would like to interpret imports by U.S. manufacturing

firms as imports of intermediates, but if a manufacturer is engaged in multinational production, it may

import final products as well. This indeterminacy turns out to be relatively unimportant, as most of the

differential import spending comes from direct wholesaler imports. They capture the entire pro-skilled

effect for total imports (columns (1)–(3)) and over 60% of the anti-skilled effect for Chinese imports in

health & household products (columns (4)–(6)).

Patterns Across Income Groups. While the main results split consumers into two groups by college

education, we check robustness of the results to using income as a measure of skill. Figure A4 splits

consumers into 15 household income bins (which is how income is reported in Nielsen) and measures

the average spending on imports for them. The patterns are monotonic, with the fraction of non-China

imports varying between 6.3% for the very poor to 7.6% for the very rich in all products covered by

Nielsen (Panel (a)). Similarly, for China the fraction of imports falls monotonically with income from

6.8% to 6.4% for health and household products (Panel (b)) and from around 19% to 17.5% for general

merchandize (Panel (c)).116

116Because of the compositional differences across product classes (rich people buy relatively more general merchandize
than food), the fraction of spending on Chinese products in the full sample is not decreasing in income (see Panel (d)). This
does not affect our results since we are interested in within-industry patterns.
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Weighting Schemes. All main results are based on the square-root weighting scheme, which reduces

the influence of a small number of giant firms for which our proxy for the import share is noisier. In

unreported results we verify that all findings are very similar, both qualitatively and quantitatively, when

firms are weighted by their Nielsen sales to the power of 1/4 or 3/4 instead of 1/2, as well as by square-root

of the firm’s sales in the Census.

Table A12 presents the estimates of the differential import spending using full Nielsen sales weights.

Within-industry differences follow the same pattern as with square-root weights in Tables 3 and A9:

imports from China are anti-skilled while imports from other countries are pro-skilled, and the latter

dominates in the total. However, the magnitudes of within-industry differences are weaker than before:

they are under 6% of the average pro-skilled for all cases excluding China and under 2.5% anti-skilled for

China. Also, across-industry differences play a much bigger role.

Import Shares for Retailers. We measure the import share for a barcode as the fraction of imports

in sales of the firm that registered it. This proxy underestimates the total share of imports in the firm’s

sales if the domestic firm is buying imported products through domestic intermediaries. In the industry-

level analysis of Section 3, such higher-order indirect spending contributes only 2.9 p.p. to the total

spending on imports of 13.7% (see Table 1).117 However, it is likely to be much more important in the

retail sector, where firms obtain products they sell from wholesalers, including foreign products. As a

consequence, retailers in our Nielsen sample (with square-root weights) have a low average import share

of 2.2%, compared with 7.4% for manufacturers and 16.5% for wholesalers (Table A13).

It is important to highlight that this underestimated import share applies only for barcodes that are

registered by retailers—think of a subset of Walmart own brands rather than everything Walmart sells (see

Appendix D). Although most of Nielsen sales happen through retailers, they involve products registered

by other firms, for which we have independent measures of import shares. Only 18.6% of total Nielsen

sales is in products registered by retailers (8.7% with square-root weights).

Still, retailer brands target less skilled clients, with the average share of college graduates of 28.6%

for retail relative to 28.9% for manufacturers and 29.7% for wholesalers (Table A13). Therefore, adding

missing retailers imports could potentially create an anti-skilled pattern of trade. However, columns (3)

and (6) of Table A10 suggest that such bias is unlikely to be important. The differential spending that is

generated by retailers is under -0.02 p.p., both for total imports and for imports from China in health &

household products. Even if imports by retailers were underestimated by a factor of ten, this would not

make any significant difference.

Attenuation Bias from Aggregation within Firms. One limitation of our data is that imports

are measured at the firm level. Although the analysis is much more detailed than any industry-level

study (recall that we have 12,700 firm-year observations for only 71 I-O industries), the import proxy

is aggregated across barcodes within each firm. We use our regression representation (A23) to develop

1177.2% is direct imports of final goods and 6.5% is captured by direct imports of intermediates.
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a theoretical characterization for the attenuation bias such aggregation creates. We find that the true

differential import spending may be at most twice as large as the previous results found.

To build intuition, imagine the most extreme case where import spending of one type, for instance the

unskilled, is actually zero, implying a very strong anti-skilled effect of trade even if cross-firm analysis does

not find any. This scenario requires that each firm sells some products only to the skilled and the others

only to the unskilled, and imports are used only for the latter type. However, segmentation of consumption

between barcodes within firms is observable in the Nielsen data, and it is quite moderate—there is strong

overlap between the consumption baskets of the two types.

If segmentation is not very large, trade may still be anti-skilled if the true relationship between import

shares and the consumer base at the barcode level is negative and steep. We find this implausible given that

Figure 2 (Panel (a)) revealed a moderate positive slope across firms. Firms tend to have a general sourcing

strategy which spreads to its products, even those selling to different types of consumers. Therefore, we

expect differences between import shares to be smaller within firms than between, conditional on the

difference in the consumer base, and have the same sign.

Appendix B.2 formalizes this assumption and proves that in that case, aggregation to the level of

firms attenuates the differential import spending by a factor that is bounded between one and the ratio

between barcode- and firm-level consumption segmentation indices. If there are much stronger differences

between consumption baskets of the two groups across barcodes than across firms, attenuation may be

substantial.

If we could observe consumer base of each barcode perfectly, computing this ratio would be a trivial ex-

ercise. Unfortunately, for many barcodes the fraction of college-graduated consumers has to be estimated

from a small sample of consumers, which leads to an excess variance and upward biased consumption seg-

mentation. To address this issue, Appendix B.3 develops a methodology to provide an unbiased estimate

of segmentation. The key insight is that consumer base is just a sample of average of college dummies for

all observed consumers, so an unbiased variance estimate can be computed for each barcode. The excess

sample variance of consumer base, relative to the true variance, equals the average of noise variances

for each barcode. In a large sample of barcodes, unbiasedness of each variance estimate is sufficient for

consistency of the average. Then excess consumption segmentation is just the excess variance rescaled in

the same way as in (A26).118

Table A14 estimates segmentation at the barcode and firm-module levels for all products and for each

of the three product classes separately. Without bias correction, it appears that segmentation is more

than twice as high at the barcode level, which would allow for strong attenuation of the differential import

spending. However, almost half of the barcode-level segmentation turns out to be noise, and the ratio of

bias-corrected segmentation indices is only 1.42. It is slightly larger for health & household (1.61) and

even more so in general merchandize (2.17), which may partially explain why we were finding smaller

patterns there.

Multiplying estimates from Table 3 by these ratios, we get the upper bound on differential import

118A similar approach to bias correction is found in Chetty and Hendren (2017, sec V.A).
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spending at the barcode level under our assumptions. The maximum anti-skilled effect is for China in

health & household products, and it is bounded by 8.7% of the average. At the same time, the pro-skilled

differential spending on imports excluding China in food may potentially be as large as 22.8% of the

average.

Extrapolation Outside Nielsen. Industries covered, at least partially, by the Nielsen data account

for over 40% the total expenditure in goods. This includes food, alcohol, and tobacco industries, but also

a wide range of other manufacturing of final goods: chemical manufacturing (e.g. shampoos and cleaning

supplies), fabricated metals (e.g. cutlery and cookware), electrical equipment (e.g. small appliances and

bulbs), some electronics, etc. These industries are quite diverse in terms of the imports shares, overall

and from China. We exploit this diversity to show that the differential import spending as a fraction

of the average is weaker in product modules which have higher import penetration—which is where the

effect is most important.

Panel (a) of Figure A5 bins product modules by their overall import penetration and shows on the

vertical axis the differential import spending share between the skilled and unskilled groups relative to

the average. There is a clear pattern: trade is up to 10% pro-skilled but only in the least exposed product

modules. Product modules with import penetration above 10% exhibit differential effects under 5% of the

mean. Panel (b) of Figure A5 repeats the same exercise for Chinese imports within health & household

products—the product class where we found strongest anti-skilled result. Here the anti-skilled bias may

reach 10–15% of the average, but again only in the modules with the lowest import penetration.

These patterns, particularly if they hold outside Nielsen products too, make a substantial expenditure

channel is even less likely.

E.2 Differential Spending on Imports of Automobiles

Patterns Across Income Groups. Figure A6 shows shares of imports by bins of the household income

of the owner. As in Table 4, rich consumers buy more imported cars overall, driven by their spending

on imports from outside NAFTA. An interesting nuance revealed by this graph is that the bias towards

non-NAFTA imports is particularly strong at the higher end of the income distribution. The fraction of

spending on these imports gradually grows with income from around 20% in the lower tercile to around

30% at the 80th percentile. Then inflection happens, and the import share exceeds 45% at the very top.

E.3 Differences in Labor Market Exposure to Trade

Import Penetration and Skill Intensity over Time. The positive relationship between skill

intensity and import penetration within the goods-producing sector appears to be a relatively recent

phenomenon. To show this, Figure A9 groups manufacturing industries into bins by their skill intensity

in 1992, 1999, and 2007 (Panels (a)–(c), respectively) and reports the average import penetration for each

bin in the corresponding year. Because we do not have the I-O tables for years other than 2007, we use a
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combination of the NBER CES dataset to measure domestic output and the Schott (2008) imports data,

both for 6-digit manufacturing NAICS industries.119 Skill intensity in the NBER CES is measured as the

payroll share of non-production workers.

The figure shows that the relationship between import penetration and skill intensity was flat in 1992,

weakly increasing in 1999, and became quite steep in 2007: moving from the 25th percentile of skill

intensity to the 75th percentile, the import penetration grows by 6.6 p.p., or 38% of its mean.

Skill Bias of Exporters within Industries. It is well-known that exporting firms, which are more

productive than non-exporters, tend to also have higher skill intensity (for U.S. evidence, see for example

Bernard et al., 2007). Column (1) or Table 6 captures the across-industry component of this skill bias of

exports. Burstein and Vogel (2017) find in a multi-country Bernard, Eaton, Jensen and Kortum (2003)

type setting that the within-industry skill bias of productivity and exports is sufficient to generate a sizable

pro-rich earnings channel. However, reduced-form evidence in the U.S. is mixed. Bernard et al. (2007) find

in the 2002 Census of Manufactures that exporting establishments have 19% higher skill intensity relative

to the non-exporting ones, and 11% of it survives when industry fixed effects are included. In contrast,

the estimates for 2007 from Bernard et al. (2018) suggest a 6% difference, out of which only a statistically

insignificant 1% is within industries. Skill intensity is measured in both cases as the employment share

of non-production workers.120

We address the same question in a way consistent with Table 6, measuring the average export share

for establishments employing skilled and unskilled people and comparing the two. We estimate the payroll

of college-educated and other workers for over 33,000 manufacturing establishments in the 2010 Manage-

ment and Organizational Practices Survey, which is a supplement to the Annual Survey of Manufactures

(MOPS, see Bloom et al., 2016). We also check robustness to using the payroll of non-production and

production workers in the full 2007 Census of Manufactures (same data as in Bernard et al., 2018), 2010

Annual Survey of Manufactures which covers larger firms, and its MOPS subsample. Appendix C.7

describes data construction.

Table A19 presents the results. In all cases exporters are more skill-intensive than non-exporters but

the difference is mostly across industries, so it was already captured in Table 6. The fraction of the

within-industry component of the difference varies across specifications from 0.2% to 17.1%. The largest

number corresponds to the MOPS case where skill is defined by college education, but is still relatively

small.121

Moreover, theoretically speaking these differences are likely to overestimate the importance of the

119Import penetration is measured slightly differently than before as the ratio of imports to imports plus domestic output.
We do not subtract exports because, due to imperfect concordance from the HS codes, absorption becomes negative in some
industries. We verify that the same pattern holds in the SIC-level data from Autor et al. (2013).

120There are other differences in the calculations, e.g. in how exports are measures in the Census data (see Bernard et al.,
2018).

121Figure A8 visualizes this pattern. For each establishment we compute the export share and the six-digit I-O industry
mean export share. Then averages of both measures are plotted for each bin of establishment skill intensity. If most differences
were within industries, the industry-level export share would be unrelated to skill intensity, while on the picture the slope is
almost as strong as when the establishment export share is used.
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within-industry skill bias of exporters for the earnings channel. In models with the extensive margin of

exporting, such as Eaton and Kortum (2002), the elasticity of exports with respect to export barriers

reduction is smaller for more productive firms. In that model, most productive firms already export, and

therefore the liberalization only has an intensive margin effect on them. At the same time, less productive

firms are more likely to enter exporting, which creates an additional source of export growth lower in

the distribution (while the intensive margin is the same, determined by the elasticity of demand). As a

result, productive skill-intensive firms do not expand as much as they would have with a constant trade

elasticity, and the demand for skilled labor does not grow as much.

We conclude that the earnings channel may be stronger than we find in Table 6a because of the

Burstein and Vogel (2017) mechanism, but the bias is unlikely to be strong.

Skill Bias of Importers. It is impossible to observe which domestic firms face more import competition

within an industry. Yet, if these firms on average have lower skill intensity (e.g. Bernard et al., 2006),

our measure of differential exposure to import competition, based on the industry import penetration,

would be biased. Here we use the insight from Borjas et al. (1997) to address this issue in a somewhat

heuristic way. Specifically, we assume that the marginal domestic worker displaced by import competition

is representative of the skill mix of her industry in the past—in 2000 or in 1990 in our estimation.

We embed this idea in our theoretical framework in the following way. Assume that each industry has

two segments: traditional segment A and hi-tech segment B. skill intensity (the college payroll share) of

segment A is v′j , and we assume it is observable; the fraction of this segment in the industry output is

denoted λj , which is not observed. We do not make restrictions on the skill composition of segment B. We

examine the case where all imports in the industry are concentrated in segment A, while B is completely

insulated from competition with foreign varieties. This implies that the marginal mix of workers affected

by trade has skill intensity v′. Besides differences in import penetration and skill intensity, these two

segments are identical: they have the same share and composition of intermediate imports, the same

export share, etc. Both final and intermediate consumers view composite products of A and B as two

generic industries within their sector with the same preference parameters.

This setup implies that all the theoretical results of the paper go through, but there is aggregation

bias: we need to measure the differential exposure to trade at the level of segments, while the data do not

have that level of detail. However, the exposure of each group to exports, imported inputs, and income

effects is unchanged because segments A and B are identical in those respects. We will show now the

knowledge of v′ is sufficient to measure the differential exposure to imports.

We first establish that the import penetration from some foreign country c within segment A equals

IPjA,c = IPjc/ (IPj + λj (1− IPj)). Indeed, if the industry absorption is normalized to one, IPj is the

total value of imports in the industry, and therefore in its segment A, while the denominator is the

segment’s absorption, which consists of imports as well as share λj of the industry’s output purchased

domestically, 1− IPj . Import penetration in B is zero by construction.

Before measuring the exposure to import competition by worker type, we note that the average
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exposure in the industry equals

IPjc ·
λj

IPj + λj (1− IPj)
= IPjc ·

λj
λj + (1− λj) IPj

< IPjc.

By allowing for heterogeneity of import penetration within the industry, and therefore for specialization

between countries, we reduced the effect of import competition even if v′j = vj . For the same reason

the payroll-weighted average import penetration was found to be small in Section 6.2. To focus on the

skill bias of import competition, we assume that either segment A is sufficiently bigger than segment B or

import penetration is sufficiently low, so
1−λj
λj
·IPj � 1, and the average exposure to imports is unaffected

by having two segments per se.

Given that, the average exposure to imports of skilled workers in the industry equals the product of

the payroll share of segment A for these workers and the import penetration in A:

λjv
′
j

vj
· IPjA,c =

v′j
vj
· IPjc ·

λj
IPj + λj (1− IPj)

≈
v′j
vj
· IPjc. (A35a)

Similarly, exposure of the unskilled workers equals

λj

(
1− v′j

)
1− vj

· IPjA,c ≈
1− v′j
1− vj

· IPjc. (A35b)

Equations (A35a)–(A35b) constitute a very simple result: to measure the differential exposure in

presence of the skill-bias of import competition, one needs to adjust exposure of the skilled group up by

a factor v′j/vj , the exposure of the unskilled group down by
(

1− v′j
)
/ (1− vj), and the knowledge of the

shares of segments is not required as long as segmentation of imports within the industry does not change

the average exposure. Since we assume that the two segments are identical in other respects, including

the types of downstream domestic firms that sell from them, when adjusting for input-output linkages we

use the overall import penetration in downstream industries.

We implement these adjustments using the 2000 and 1990 IPUMS ACS data from the population

censuses, constructing the samples in the same way as in Section (6). Table A20 present the results. As a

benchmark, Columns (1) and (2) use the 2007 skill intensity, so the results are unchanged relative to the

case with just one segment per industry, as in Table 6. College workers have lower exposure to imports but

the difference is only 3.5% of the average without the I-O adjustment, or 7.3% with it. Columns (3) and

(4) use the 2000 data, where college graduates accounted for 46.1% of the total labor income, compared

to 49.7% in 2007. Correspondingly, the difference in exposure to import competition grows substantially,

to 25.3% (18.5%) of the average without (with) the I-O adjustment. The pattern becomes even more

striking when using the data from 1990 in columns (5)–(6), with the average skill intensity of only 41.4%.

The differential exposure equals 59.4% (36.1%) of the average without (with) the I-O adjustment.

These patterns suggest that a sufficiently strong skill bias of importing can generate a strong mech-
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anism for the pro-skilled effects of trade liberalizations.122 However, this analysis attributes the entire

growth of skill intensity in the economy to trade, which leads to overestimation of this mechanism. Indeed,

the higher differential exposure in columns (3)–(6) relative to (1)–(2) is mostly due to the shift in the

economy-wide mean, which may be due to better education or other factors. The differential change in

skill intensity across industries, where trade may play a bigger role, plays little role in the patterns from

Table A20. In ongoing work we are exploring more realistic assumptions that would enable us to predict

the marginal worker displaced by import competition.

E.4 Combining Estimates on Differential Spending on Imports

Sections 3 and 4–5 estimated the differences in spending on imports across and within industries, re-

spectively. In this section, we combine those estimates using the within-between decomposition (A24).

Because our microdata cover only a subset of industries, this requires extrapolation of the patterns within

consumer packaged goods and automobiles into other traded industries. We assume that covered indus-

tries are representative in terms of the relative difference in import spending.

Formally, we rewrite (A24) in terms of differences as fractions of the average spending on imports:

∆Final [IPc]

EFinal [IPc]
=

∆between
Final [IPc]

EFinal [IPc]
+ EImports [ωg · Rel diffgc] ,

where EImports [·] is the average across sectors weighted by spending on imports and Rel diffgc = ∆Final[IPc|g]
EFinal[IPc|g]

is the difference in import spending between the two consumer groups within group of industries g, as a

fraction of the average. The adjustment term is ωg =
µg(1−µg)
µ̄(1−µ̄) ≈ 1.123

The between-term equals to -4.79%, according to Table 1. Tables 3 and 4 estimate that Rel diffg is

+4.34% in the Nielsen data and +13.25% for automobiles, respectively.124 Averaging those weighted by

the total spending on imports in those categories, we get +5.71%.125 Therefore, our final estimate of the

differential spending on imports is +0.92% of the average.

When looking at imports from China, automobiles do not play a significant role. Combining the across

component +4.61% from Table 1 with the within component of -2.43% from Table 3, we get the final

difference of +2.17% of the average.

122Indeed, we estimated the counterfactual effects of a bilateral trade liberalization with all trading partners, as in Section
7, accounting for the skill-bias of importing and found that the pro-skilled earnings channel increases from 14.3% of the
average gains to 26.5% using the 2000 skill intensity and to 47.2% using the 1990 data.

123To prove this representation, we use (A26). Applying the law of total covariance to its numerator, we isolate the within

component: ∆within
Final [IPc] = EFinal

[
Cov[µj ,IPjc|g]

µ̄(1−µ̄)

]
= EFinal

[
ωg ·

Cov[µj ,IPjc|g]
µg(1−µg)

]
= EFinal [ωg ·∆Final [IPc | g]] = EFinal [IPc] ·

EImports [ωg · Rel diffgc] .
124For Nielsen, we only use the within-industry component of the difference to avoid double-counting (see Section 4.2).
125Nielsen data should cover all food and beverages, but its coverage in other industries, e.g. chemicals, is only partial.

Therefore, we reduce the weight of all non-food Nielsen categories by a factor of two.
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Additional Tables and Figures

Table A1: Notation for Model without Input-Output Linkages

Indices i ∈ {S,U} Group of agents: S (skilled) or U (unskilled)

j, r Industry; Sector (goods or services)

c Country: H (Home), F (Foreign), c (affected by import shock)

Prices, Quantities, pjc Consumer price of country-c variety in industry j

Transaction Values pj Consumer price index in industry j

Qi
jc, X

i
jc Quantity and expenditure of group i on variety jc

Qi
j , X

i
j Composite quantity and expenditure of group i in industry j

QjH , QExport
jH Domestic output and exports in j (quantity)

Xj Total domestic expenditure on industry j

Xi Total domestic expenditure by group i

XjH , V Aj Total value of output and value added by domestic industry∗

Wages, Employment wi, w̄ Wage for group i, average wage

Li, L
j
i Measure of group i consumers; industry employment

Equilibrium Shares sij , s
Final
j Share on industry j in expenditure of group i , both groups

eji Share of industry j in group i earnings and employment

µj , µ̄ Share of skilled consumers in final sales, by industry and overall

vj , v̄ Share of skilled workers in payroll, by industry and overall

IPjc, IPjc, Import penetration: share of country c, set of countries c, or

IPj all foreign countries in domestic expenditure in industry j

Counterfactual Hats Relative change from original to counterfactual equilibrium

Changes τ̂ Counterfactual growth of import barriers (with countries c)

τ̂∗ Counterfactual growth of export barriers (with all partners)

Ûi Money metric of welfare growth

π̂i, ˆ̄π Laspeyres price index for group i and both groups together

Elasticities ξj , εr, ρ Substitution between country varieties in j; between

industries within sector r; between goods and services

ψj Income elasticity of domestic varieties in j

σj , σmacro Elasticity of substitution between labor types

in domestic production in j and at macro level

ηimport
j Negative elasticity of industry VA w.r.t. import tariff

ηexportj Elasticity of industry VA w.r.t. export tariff

ηavg wage
j Elasticity of industry VA w.r.t. domestic average wage

Averages and EFinal [·] Average weighted by sFinalj (domestic final expenditure)

Differences ∆Final [·] Difference between averages weighted by sSj and sUj
Across Industries EVA [·] Average weighted by domestic value added

∆VA [·] Difference between averages weighted by ejS and ejU

∗Equal to each other in the model without input-output linkages.
Notes: This table lists the notation for the model in Section 2.1. “With respect to” is abbreviated to “w.r.t.”

A37



Table A2: Classification of Subsectors

Goods Services

Apparel and leather and allied products Accommodation and food services

Chemical products Arts, entertainment, and recreation

Computer and electronic products Construction∗

Electrical equipment, appliances, Educational services

and components Finance and insurance

Fabricated metal products Government

Farms Health care and social assistance

Food and beverage and tobacco products Information

Forestry, fishing, and related activities∗ Other services, except government

Furniture and related products Professional, scientific, and technical services

Machinery Real Estate, rental and leasing

Mining, except oil and gas∗ Retail trade∗

Miscellaneous manufacturing Transportation and warehousing

Motor vehicles, bodies and trailers, and parts Utilities

Nonmetallic mineral products Wholesale trade∗

Oil and gas extraction∗

Other transportation equipment

Paper products

Petroleum and coal products

Plastics and rubber products

Primary metals∗

Printing and related support activities∗

Support activities for mining∗

Textile mills and textile product mills

Wood products∗

∗ Subsectors with zero final consumption (either in the input-output table or in the CEX, or both).
Notes: This table lists subsectors within the goods-producing and service sectors according to the detailed 2007
BEA input-output table. Goods-producing services include agriculture, manufacturing, and mining. Subsectors are
defined by the 3-digit input-output codes for goods and 2-digit NAICS codes for services (except Management and
Administrative Services, which are included in the Professional, Scientific, and Technical Services).
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Table A3: Differential Import Spending by Consumer Education: The Role of Goods and Services

Share of Services Share of Imports in Spending by Sector

in Total Spending From All Countries From China

Goods Services Goods Services

(1) (2) (3) (4) (5)

All consumers, % 79.70 45.96 5.47 8.48 0.42

College consumers, % 81.87 48.15 5.58 9.60 0.44

Non-college consumers, % 78.24 44.72 5.40 7.80 0.41

College minus non-college, p.p. +3.63 +3.43 +0.18 +1.90 +0.02

Notes: This table provides evidence on the role of goods and services in explaining the differential spending share
on imports between consumer education groups. Using industry-level data from Section 6, it shows that services
constitute a large share of spending for college graduates (column (1)) and have lower share of total imports
(including imported intermediate inputs and measured as % of absorption). Yet, within goods and to a smaller
extent within services, the share of spending on imports is larger for college graduates (columns (2)–(5)).

Table A4: Nielsen-Census Matching Rules

Non-Missing
Exact and [Fuzzy] Match

Exact Match

Rule 1
Zip-9

House, Name, Address, PO Box, Unit, Bldg

Rule 2 House; [Name, Address, PO Box, Unit, Bldg]

Rule 3
Zip-5, House

Name, Address, PO Box, Unit, Bldg

Rule 4 [Name, Address, PO Box, Unit, Bldg]

Rule 5 Zip-5 Name

Rule 6 City Name, State

Rule 7 State Name, Entity

Notes: This table lists the rules used to match names and addresses in the Nielsen and Census samples. Each rule
requires an exact match and non-missing values of the variables listed in the first column, as well as an exact or
probabilistic (fuzzy) match on the variables from the second columns (missing values are allowed). Variables where
fuzzy match is allowed are listed in brackets. For fuzzy matching, a 75% threshold is chosen for the match quality
score assigned by the reclink2 package from Wasi and Flaaen (2015).
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Table A5: Nielsen-Census Match Statistics

(a) Nielsen Firms

2007 2012

Firms % of Sales Firms % of Sales

All Nielsen 26,900 100.00 28,600 100.00

Nielsen with size filter 11,000 99.77 12,100 99.82

Matched to SSEL, same year 7,600 83.19 8,900 87.29

Matched to SSEL, any year 8,200 90.76 9,300 91.86

Matched to Economic Census 7,200 88.68 7,800 88.57

Passed consistency filter 6,100 83.02 6,600 83.61

(b) Census Firms in Food, Alcohol, and Tobacco

All years

Firms % of Sales

All Census 51,500 100.00

Matched to Nielsen 8,900 78.96

Matched to Nielsen with size filter 5,200 75.57

Passed Consistency Filter 4,800 58.73

Notes: This table reports the number of firms and percentage of total sales remaining after each step of the
merging process between the Nielsen and Census samples, explained in detail in Appendix C.3. Panel (a) measures
these statistics relative to the full Nielsen sample (for 2007 and 2012 Economic Censuses separately), while Panel
(b) measures them relatively to the set of Census firms active in the Food, Alcohol, and Tobacco Manufacturing
industries (NAICS codes 311 and 312). The last line of panel corresponds to the final merged sample, for all firms
in Panel (a) and for those in food, alcohol, and tobacco in Panel (b). The numbers of firms are rounded to the
nearest 100 to preserve confidentiality.
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Table A6: Distribution of Match Types, Merged Nielsen-Census Sample

% of Matched Firms % of Sales % of √ Sales

(1) (2) (3)

Multi-establishment firms

Rule 1 10.30 19.72 17.88

Rule 2 4.12 18.99 10.76

Rule 3 5.21 19.86 12.77

Rule 4 3.87 18.54 9.82

Rule 5 2.54 4.12 4.46

Rule 6 1.72 6.80 4.75

Rule 7 1.65 5.11 4.34

Total multi-establishment 29.42 93.14 64.79

Single-Establishment Firms

Rule 1 33.87 3.42 17.23

Rule 2 10.27 0.87 4.87

Rules 3–7 26.44 2.57 13.12

Total single-establishment 70.58 6.86 35.21

Notes: This table shows the fractions of the Nielsen-Census merged sample corresponding to each of the merging
rules, described in Appendix C.3. Column (1) shows the raw fraction of Nielsen firms in each category, while column
(2) shows the share of total Nielsen sales, and column (3) weights firms by the square-root of Nielsen sales.
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Table A7: Distribution of NAICS Industries, Merged Nielsen-Census Sample

NAICS Industry
% of % of % of % of Private

Firms Sales √ Sales Label Brands

Code Description (1) (2) (3) (4)

2-digit NAICS codes

31-33 Manufacturing 49.78 61.63 57.17 1.21

42 Wholesale 39.37 16.02 29.00 7.90

44-45 Retail 4.80 18.55 8.66 93.74

— Other 6.04 3.80 5.18 5.19

3-digit NAICS codes

311 Food Manufacturing 31.16 36.74 34.78 0.73

312 Beverage and Tobacco Manufacturing 5.73 6.68 6.26 0.30

322 Paper Manufacturing 0.75 4.76 1.96 1.86

325 Chemical Manufacturing 5.36 8.18 6.97 2.79

423 Durable Goods Wholesalers 8.34 2.20 5.86 5.91

424 Nondurable Goods Wholesalers 29.96 15.24 23.05 6.49

445 Food and Beverage Stores 2.24 9.82 4.97 99.10

— Other 16.44 16.38 16.16 49.69

Notes: Columns (1)–(3) of this table report the fractions of the Nielsen-Census merged sample corresponding to
selected 2- and 3-digit NAICS sectors. Each firm in the Economic Census is classified into the sector where its
establishments have the highest total payroll. Column (1) shows the raw fraction of firms in each sector, while
column (2) shows the share of total Nielsen sales, and column (3) weights firms by the square-root of Nielsen sales.
Column (4) measures, for firms in each sector, the sales share of Nielsen barcodes that are classified as private label
brands—brands that belong to the retail store. We identify them in the Nielsen data as those which contain “CTL
BR” in the barcode description.
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Table A8: Nielsen-Census Sample Selection

(a) Nielsen Firms

N
% of Total Median % of Sales to Mean HH

Sales Sales, $k College Grads Income, $k

Matched 12,700 83.50 1,904 29.14 67.63

Didn’t Match 10,400 16.50 981 30.71 69.75

P-value of t-test [0.009] [0.008]

P-value controlling for size [0.425] [0.028]

(b) Census Firms in Food, Alcohol, and Tobacco

N
% of Median Median Median Mean

Sales Sales, $k Payroll, $k Employment Skill Intensity

Matched 4,800 58.73 13,303 1,889 54 0.336

Didn’t Match 46,600 41.27 606 113 4 0.341

P-value of t-test [0.744]

Notes: This table compares firms in the matched Nielsen-Census sample to other firms in Nielsen (Panel (a))
and in the Economic Census (Panel (b)) which did not find a match, in terms of size, consumer, and producer
characteristics. The universe of firms in Panel (a) is all Nielsen firms that passed the size filter, while in Panel (b)
it is all firms in the Economic Census active in Food, Alcohol, and Tobacco Manufacturing. P-values for t-tests for
equality of means between the matched and unmatched samples are shown in brackets. The last row of Panel (a)
performs such t-test controlling for a quadratic polynomial in log firm sales. The numbers of firms are rounded to
the nearest 100 and medians are computed as geometric means of the 45 and 55 percentiles to protect confidentiality.
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Table A9: Spending on Imports by Education Group and Product Class,
Merged Nielsen-Census Sample

Imports Excluding China Imports from China

by Product Class by Product Class

Food
Health & General

Food
Health & General

Household Merchandize Household Merchandize

(1) (2) (3) (4) (5) (6)

All, % 6.04 8.07 10.04 0.88 6.51 17.91

College, % 6.75 8.16 10.41 0.85 6.27 17.65

Non-college, % 5.72 8.03 9.88 0.90 6.62 18.03

College minus non-college, p.p. +1.03 +0.13 +0.54 -0.04 -0.35 -0.38

(0.12) (0.17) (0.22) (0.03) (0.14) (0.28)

as % of avg. import spending 17.06 1.61 5.37 -4.98 -5.38 -2.13

→ Within industries +0.73 +0.21 +0.36 +0.01 -0.33 -0.30

(0.113) (0.11) (0.17) (0.023) (0.18) (0.13)

as % of avg. import spending 12.14 2.55 3.62 0.57 -5.12 -1.67

→ Within product modules +0.498 +0.13 +0.39 -0.00 -0.43 -0.32

(0.080) (0.09) (0.15) (0.015) (0.08) (0.18)

as % of avg. import spending 8.25 1.56 3.88 -0.11 -6.59 -1.76

N firm-years 9,000 3,700 2,800 9,000 3,700 2,800

Notes: This table reports the fraction of imports in expenditure for different education groups using the merged
Nielsen-Census sample from Section 4. Importing is proxied by the share of total imports in firm sales. Differential
spending on imports is decomposed into “within” and “between” components for 6-digit I-O codes (“industries”)
and for Nielsen product modules (“product modules”) according to equation (A24). The same firm may operate in
more than one product class. Firms are weighted by the square-root of Nielsen sales. Standard errors are shown in
parentheses.
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Table A10: Consumer Spending on Imports by Firm Activity: Manufacturing, Wholesale, and Retail
(Merged Nielsen-Census Sample)

Total imports, Imports from China,

All products Health & Household

MFG WH RT MFG WH RT

(1) (2) (3) (4) (5) (6)

All, % 4.37 5.82 0.30 1.98 3.99 0.28

College minus non-college, p.p. -0.09 0.62 -0.01 -0.11 -0.21 -0.01

(0.07) (0.10) (0.02) (0.08) (0.11) (0.02)

→ Within industries -0.05 0.47 -0.00 -0.10 -0.19 -0.01

(0.05) (0.11) (0.01) (0.04) (0.16) (0.02)

N firm-years 12,700 12,700 12,700 3,700 3,700 3,700

Notes: This table estimates the average and differential fraction of imports in spending, decomposed by the main
activity of the firm that registered the product: manufacturing (MFG), wholesale (WH), or retail (RT). Other
activities are not shown. Each firm is assigned the main activity based on the total payroll of establishments in
the corresponding NAICS sectors. Each block of three columns is based on the same data: we decompose import
spending into components, without amending the sample. Firms are weighted by the square-root of Nielsen sales.
Standard errors are shown in parentheses.

Table A11: Summary Statistics, % of Firms’ Sales
(Merged Nielsen-Census Sample, Full Weights)

All products Food
Health & General

Household Merchandize

Total Imports 8.16 5.15 11.23 29.53

Imports from China 2.25 0.65 2.69 17.17

Imports from NAFTA 2.05 1.62 2.92 3.81

Imports from Developed Economies 2.41 1.54 4.13 5.98

% of Firm-Module Sales to College Graduates 29.14 28.59 30.17 31.64

(st.dev.) (8.29) (8.62) (7.37) (6.58)

% of Product Class in Total Sales 100.00 71.73 21.21 7.06

N firms 8,200 5,700 2,400 2,000

N firm-years 12,700 9,000 3,700 2,800

N firm-module-years 131,000 88,600 29,800 12,500

Notes: This table is analogous to Table 2, except using Nielsen sales instead of the square-root of sales as weights.
It reports statistics on imports based on the merged Nielsen-Census sample from Section 4, for all products and for
three product classes: Food, Alcohol, and Tobacco (“Food”), Health and Beauty Products and Household Supplies
(“Health and household”), and General Merchandize. Imports are measured at the firm level. Observations are
firm-module-year cells and the numbers of observations are rounded to the nearest 100 to preserve confidentiality.
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Table A12: Spending on Imports by Education Group,
Merged Nielsen-Census Sample, Full Weights

All
Food

Health & General

products Household Merchandize

All China
Excl. Excl.

China
Excl.

China
Excl.

China China China China

(1) (2) (3) (4) (5) (6) (7) (8)

All, % 8.16 2.25 5.91 4.50 2.69 8.55 17.17 12.36

College, % 8.58 2.34 6.24 4.83 2.65 8.56 16.81 12.57

Non-college, % 7.99 2.21 5.78 4.37 2.70 8.54 17.34 12.26

College minus non-college, p.p. +0.59 +0.13 +0.46 +0.46 -0.05 +0.02 -0.53 +0.31

(0.15) (0.06) (0.13) (0.13) (0.05) (0.25) (0.43) (0.28)

as % of avg. import spending +7.20 +5.60 +7.81 +10.16 -1.97 +0.25 -3.10 +2.53

→ Within industries +0.18 -0.02 +0.20 +0.26 -0.07 +0.04 -0.28 +0.07

(0.07) (0.03) (0.06) (0.05) (0.05) (0.18) (0.27) (0.21)

as % of avg. import spending +2.14 -1.02 +3.35 +5.82 -2.46 +0.41 -1.64 +0.57

N firm-years 12,700 12,700 12,700 9,000 3,700 3,700 2,800 2,800

Notes: This table is analogous to Tables 3 and A9, except using Nielsen sales instead of the square-root of sales as
weights. It reports the fraction of imports in expenditure for different education groups using the merged Nielsen-
Census sample from Section 4. Column (1) measures all imports; columns (2)–(3) decompose imports into those
from China and other countries (“Excluding China”), and the following columns report import shares separately
by product class. Imports of food from China are small and not shown. Standard errors are shown in parentheses.

Table A13: Summary Statistics by Firm Activity, Merged Nielsen-Census Sample

Firm Activity

MFG WH RT Other

Total Imports, % of Firms’ Sales 7.37 16.46 2.23 14.98

Imports from China, % of Firms’ Sales 1.38 5.67 1.34 6.33

% of Firm-Module Sales to College Graduates 28.98 29.67 28.55 32.35

% of Firm Group in Total Sales 61.63 16.02 18.55 3.80

% of Firm Group in Total √ Sales 57.17 29.00 8.66 5.18

N firm-years 6,300 5,000 600 800

Notes: This table reports statistics on imports and consumer education by the main activity of the firm in the merged
Nielsen-Census sample: manufacturing (MFG), wholesale (WH), retail (RT), and Other. Each firm is assigned the
main activity based on the total payroll of establishments in the corresponding NAICS sectors. Summary statistics
are computed using the square-root of firms’ Nielsen sales as weights. Numbers of observations are rounded to the
nearest 100 to preserve confidentiality.
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Table A14: Bias Correction for the Consumption Segmentation Index, Merged Nielsen-Census Sample

All
Food

Health & General

products Household Merchandize

(1) (2) (3) (4)

Näıve estimates of consumption segmentation index, %

Across barcodes 15.03 15.09 14.10 16.13

Across firm-modules 7.42 8.52 5.74 4.16

Bias-corrected estimates, %

Across barcodes 8.22 9.21 6.58 5.46

Across firm-modules 5.77 6.87 4.09 2.52

Attenuation ratio 1.424 1.339 1.610 2.165

Notes: This table estimates the consumption segmentation index defined by (A23), first using a näıve plug-in
estimator and then with the bias-correction procedure described in Appendix B.3. The ratio of bias-corrected
estimates of segmentation across barcodes and firm-modules, presented in the last row, bounds the attenuation bias
in the differential import spending, as explained in Appendix B.2. Square-root weighting scheme is used throughout.
The uncorrected consumption segmentation index for firm-modules is different from the one reported in Section 4.2
because this table does not subtract the within-industry component.
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Table A15: Automobile Brands

Consumer Characteristics Imports as % of Sales

Brand
Brand N

% of Sales Average Percentile
All Imports

Outside

Code to College Graduates of Consumer Income NAFTA

TOY Toyota 6,964 44.7 56.5 44.2 25.4

HON Honda 5,961 44.6 58.2 35.3 9.9

CHE Chevrolet 5,489 22.4 48.3 36.0 4.8

FOR Ford 5,022 27.5 49.8 45.0 0.0

NIS Nissan 3,253 33.4 53.9 43.2 3.8

PON Pontiac 2,070 23.1 48.6 17.5 17.5

BUI Buick 1,958 23.0 41.7 19.0 5.9

HYU Hyundai 1,747 38.5 55.3 46.0 46.0

DOD Dodge 1,695 21.6 47.3 52.5 0.0

CHR Chrysler 1,689 26.6 50.7 33.2 0.0

SUB Subaru 1,635 57.9 63.1 61.4 61.4

VOK Volkswagen 1,597 47.0 63.3 77.8 17.4

MAZ Mazda 1,219 45.3 57.5 87.3 80.6

BMW BMW 1,086 58.7 70.9 100.0 100.0

MEC Mercury 1,044 24.1 43.4 94.6 0.0

MRB Mercedes-Benz 1,002 57.4 65.4 91.3 91.3

SAT Saturn 917 30.9 49.6 19.8 19.8

LEX Lexus 905 58.6 67.2 99.8 99.8

CAD Cadillac 903 27.6 49.3 17.9 0.0

ACU Acura 840 52.0 64.5 34.7 34.7

KIA KIA 793 27.6 49.8 73.3 73.3

MIT Mitsubishi 648 25.5 52.3 70.4 70.4

LIN Lincoln 613 28.7 44.9 73.7 0.0

VOV Volvo 568 54.6 64.1 100.0 100.0

INF Infiniti 390 56.9 66.4 100.0 100.0

AUD Audi 390 62.6 69.8 100.0 100.0

SAA Saab 197 61.4 68.8 100.0 100.0

MIN Mini 174 63.2 73.6 100.0 100.0

SCI Scion 170 37.1 58.9 100.0 98.1

SUZ Suzuki 159 26.4 49.2 100.0 100.0

POR Porsche 147 67.3 73.4 100.0 100.0

JAG Jaguar 140 43.6 61.9 100.0 100.0

DAW Daewoo 32 15.6 48.3 100.0 100.0

FIA Fiat 25 52.0 55.0 92.5 14.9

SMA Smart 20 20.0 54.5 100.0 100.0

MGA MG 16 68.8 62.9 100.0 100.0

TES Tesla 10 70.0 71.0 0.0 0.0

LAN Land Rover 6 33.3 47.4 100.0 100.0

AUS Austin-Healey 4 50.0 33.3 100.0 100.0

Total 51,498 36.9 54.4 49.7 25.5

Notes: This table lists 39 brands of cars in the sample on auto purchases, described in Section 5.1. For each
brand, it reports the total number of purchases and average consumer characteristics in the CEX sample, as well
as the fraction of imported assembled cars from Ward’s Automotive reports. Light trucks (including SUVs) are not
included.
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Table A16: Spending Shares and Average Income Elasticities in the CEX

Share of total Average

Category of spending spending, % income elasticity

Housing∗ 25.17 1.060

Transportation 19.29 1.093

Utilities 8.62 0.721

Health and insurance 7.13 0.775

Food at home 6.83 0.427

Entertainment, reading 6.17 1.262

Food away from home 5.37 1.138

Cash contributions 4.10 1.374

Furnishings and equipment 3.63 1.201

Apparel 2.43 1.019

Domestic services and childcare 2.21 1.416

Education 2.09 1.382

Miscellaneous 1.54 1.099

Housekeeping supplies 1.28 0.719

Personal care 1.26 1.004

Shoes and other apparel 1.22 1.003

Alcohol 0.94 1.143

Smoking 0.72 0.078

∗ Unlike the I-O table, the Housing category in the CEX include maintenance and repairs.
Notes: This table shows spending shares and average income elasticities by group of CEX spending cate-
gories, weighted by total spending. Grouping is based on the Integrated Stub file provided by the CEX (see
https://www.bls.gov/cex/pumd doc.htm). Income elasticities are estimated using the methodology described in
Section B.4.
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Table A17: Exposure to Import Competition by Education Group and Trading Partner, Industry Data

Payroll-weighted Import Penetration by Trading Partner

(even columns adjust for input-output linkages)

China NAFTA Developed Economies

(1) (2) (3) (4) (5) (6)

All workers, % 0.65 1.19 0.85 1.87 1.41 2.87

College-educated workers, % 0.59 1.08 0.69 1.61 1.37 2.75

Non-college educated workers, % 0.72 1.29 1.00 2.13 1.45 2.98

College minus non-college, p.p. -0.13 -0.21 -0.31 -0.52 -0.08 -0.23

(0.01) (0.01) (0.01) (0.01) (0.02) (0.02)

as % of avg. -19.48 -17.50 -37.13 -27.81 -5.85 -8.15

→ Between goods and services -0.30 -0.36 -0.39 -0.52 -0.64 -0.81

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

→ Within goods and services +0.17 +0.16 +0.07 -0.00 +0.56 +0.58

(0.01) (0.01) (0.01) (0.01) (0.01) (0.02)

→ Between subsectors +0.17 +0.19 +0.08 +0.04 +0.41 +0.47

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

→ Within subsectors -0.00 -0.03 -0.00 -0.05 +0.15 +0.11

(0.01) (0.01) (0.00) (0.01) (0.01) (0.01)

Notes: This table reports average import penetration statistics weighted by total payroll and payroll of college- and
non-college educated workers separately, using the industry-level data from Section 6, which covers 380 industries. It
also decomposes the difference between education groups into the within and between components for sectors (goods
and services) and subsectors (listed in Table A2), according to equation (A24). Import penetration is measured as
imports from a given set of countries as % of industry absorption. Even columns account for import penetration in
downstream industries (see Section 2.3 for details).

Table A18: Differential Import Penetration by Worker Education: the Role of Goods and Services

Share of Services Import Penetration by Sector

in Total Payroll Goods Services

(1) (2) (3)

All workers, % 85.32 23.88 6.56

College workers, % 88.68 28.09 7.17

Non-college workers, % 81.99 21.27 5.92

College minus non-college, p.p. +6.69 +6.81 +1.25

Notes: This table provides evidence on the role of goods and services in explaining the differential exposure to
import competition between worker education groups. Using industry-level data from Section 6, it shows that
services constitute a large share of payroll for college graduates (column (1)) and have lower import penetration
(direct imports as % of absorption). Yet, within goods and within services, the exposure to import competition,
measured as the average import penetration weighted by group-specific payroll shares, is larger for college graduates
(columns (2)–(3)).
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Table A19: Skill-Bias of Exporters in Census Microdata

Measure of skill intensity: payroll share of

College graduates Non-production workers

MOPS 2010 CMF 2007 ASM 2010 MOPS 2010

(1) (2) (3) (4)

Average export share, % 22.84 14.70 19.47 22.84

Differential export share, skilled minus unskilled, p.p.:

Overall +5.26 +4.50 +4.52 +5.36

→Between industries +4.49 +4.09 +4.51 +5.20

→Within industries +0.77 +0.41 +0.01 +0.16

N establishments 33,400 294,200 50,500 33,400

Notes: This table shows the average export shares (exports as % of sales) for three samples of manufacturing
establishments: the 2010 MOPS (columns (1) and (4)), the 2007 Census of Manufactures (column (2)) and the 2010
Annual Survey of Manufactures (column (3)). It also shows the differential exposure for skilled and unskilled workers
and decomposes it into “between” and “within” components across six-digit industries, according to equation (A24).
Skilled workers are defined as college graduates in column (1) and non-production workers in the other columns.
Establishments are weighted by their total payroll. See Section E.3 for details of data construction.

Table A20: Differential Exposure to Skill-Biased Import Competition

Marginal Displaced Worker is Representative of Skill Intensity in

2007 2000 1990

(1) (2) (3) (4) (5) (6)

All workers, % 4.21 8.15 4.21 8.15 4.21 8.15

College-educated workers, % 4.13 7.85 3.67 7.39 2.95 6.67

Non-college educated workers, % 4.28 8.45 4.74 8.90 5.45 9.62

College minus non-college, p.p. -0.15 -0.60 -1.06 -1.51 -2.50 -2.95

as % of avg. -3.54 -7.33 -25.25 -18.53 -59.37 -36.14

Average College Payroll Share 49.70 46.09 41.43

Notes: This table reports the payroll-weighted exposure to import competition by education group assuming that
import competition happens in segments of each industry that have the skill mix as in the U.S. in the past. Columns
(1) and (2) repeat the results from Table 6 without the skill bias of importing. Columns (3)–(4) use the skill intensity
from 2000 as a proxy for the mix of marginally affected workers, and columns (5)–(6) use year 1990. Columns (2),
(4), and (6) adjust for input-output linkages. The methodology is described in Appendix E.3.
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Table A21: Decomposition of Import Competition Effects of a Bilateral Trade Liberalization
(as % of average welfare gains)

Total import Final demand Final demand Intermediate demand

competition reallocation reallocation reallocation

effects within IO6 across goods/services within IO6

(1) (2) (3) (4)

College minus non-college p.p. 7.04 0.51 2.10 4.43

→ Between goods and services 17.18 6.69 2.85 7.63

→ Within goods and services -10.13 -6.18 -0.75 -3.20

→ Between subsectors -7.79 -4.21 -0.54 -3.04

→ Within subsectors -2.34 -1.97 -0.21 -0.16

Notes: This table presents additional evidence on the import competition effects of a bilateral trade liberalization
from Panel (c) of Figure 7. Each of the effects is decomposed into the within- and between- components according
to equation (A24).

Figure A1: U.S. Net Imports as % of GDP over Time
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Notes: This figure shows the evolution of the ratio of net imports to GDP in the U.S., using BEA Summary I-O
Tables for 1997–2015. Net imports are computed as total imports minus total exports. The vertical line corresponds
to the year of our main analysis, 2007.
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Figure A2: Imports from China and Consumer Base across Subsectors
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Notes: This figure shows the relationship between consumer base (% of industry sales to college graduates) and the
share of total (direct plus indirect) imports from China in final expenditure using industry-level data from Section
3. Each circle corresponds to a subsector within the goods-producing sector (listed in Table A2), and the circle
size indicates final spending. Subsectors that take up less than 3% of the sectoral spending are not shown. Only
the composite of the service sector is shown because direct imports of services from China are zero in our data by
construction and indirect import penetration is very small.

Figure A3: Import Spending by Consumer Income Bin, Industry-Level Data

(a) Imports from All Foreign Countries (b) By Trading Partner
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Notes: These binned scatterplots group CEX panelists into 11 bins by household income before tax. They report
the average share of total (direct and indirect) imports in the spending of each bin, computed using the industry-
level data from Section 3. Panel (a) accounts for all imports (including services), whereas Panel (b) measures only
imports of goods from developed economies, NAFTA countries, and China.
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Figure A4: Import Spending by Consumer Income Bin, Merged Nielsen-Census Sample

(a) Imports Excluding China, Full Sample (b) Imports from China, Health & Household products
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(c) Imports from China, General Merchandize (d) Imports from China, All Products
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Notes: These binned scatterplots group Nielsen panelists into 15 bins by household income. They report the average
share of imports in the spending of each bin, computed using the merged Nielsen-Census sample from Section 4.
Panel (a) accounts for imports from countries other than China. The other panels measure imports from China:
for Health and Household products (Panel (b)), General Merchandize (Panel (c)), and overall (Panel (d)). The
upward slope in Panel (d) is a consequence of compositional differences only: rich people spend more on general
merchandize and less on food (see Appendix E.1).
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Figure A5: Variation in Differential Import Spending Across Product Modules, Merged Nielsen-Census
Sample

(a) Total Imports, (b) Imports from China,

Full Set of Product Modules Product Modules within Health & Household

Notes: These binned scatterplots group Nielsen product modules into bins by the average import share, computed
using the merged Nielsen-Census sample. For each bin, it reports the differential import spending between college
and non-college consumers as percentage of the average import spending. Panel (a) uses all modules and looks at
imports from all countries, while Panel (b) focuses on imports from China within the Health and Household product
class, where differences are most significant (see Table A9). The table shows that difference in import spending are
weaker in modules with more imports.
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Figure A6: Fraction of Imported Cars by Household Income Bins
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Notes: These binned scatterplots split car purchases in the CEX into equally-sized bins by the percentile of the
owner’s household income (among all surveyed households) in the year of the survey. Each car in the data is assigned
a probability of being imported (overall or from Canada and Mexico specifically) based on the average import share
of the car brand in the Ward’s data.
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Figure A7: Import Penetration by Country and Skill Intensity

(a) Import Penetration from China (b) Import Penetration from NAFTA
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(c) Import Penetration from Developed Countries
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Notes: This figure shows the relationship between skill intensity (payroll share of college graduates) and import
penetration from a given set of countries (the share of direct imports in absorption) using industry-level data from
Section 6. Each circle corresponds to a subsector within the goods-producing sector (listed in Table A2), and the
circle size indicates total payroll. Subsectors that account for less than 3% of the sectoral payroll are not shown.
Only the composite of the service sector is shown because direct imports of services from China are zero in our data
by construction.
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Figure A8: Skill Bias of Exporters in the 2010 MOPS Survey

Notes: This figure shows that the within-industry association between exporting and skill intensity does not create
large biases for the differential exposure of college- and non-college-graduated workers to exporting opportunities.
Based on column (1) of Table A19, it groups manufacturing establishments in the 2010 MOPS survey into bins
by skill intensity (fraction of payroll to college graduates). Circles show the average export share (exports as %
of sales) of this establishment, whereas crosses use the six-digit I-O industry average export share instead. Each
establishment is weighted by its payroll. The lines are similar when within-industry patterns are minor relative to
the across-industry ones. See Section E.3 for details of data construction.
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Figure A9: Import Penetration and Skill Intensity over Time

(a) In 1992 (b) In 1999
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(c) In 2007

0
5

10
15

20
25

30
To

ta
l I

m
po

rts
 a

s 
%

 o
f O

ut
pu

t+
Im

po
rts

20 40 60 80
% of Payroll to Non-production Workers

Slope: 0.324 (s.e. 0.109)

Notes: These binned scatterplots group 6-digit manufacturing NAICS industries into bins by the measure of skill
intensity available in the NBER CES dataset (payroll share of non-production workers). It reports import pene-
tration measured as total imports divided by the sum of imports and domestic output. Industries are weighted
by payroll (N = 462 in 1992 and 465 in the 1999 and 2007). Payroll and skill intensity are from the NBER CES
database, and imports at the NAICS level are from Schott (2008) and Pierce and Schott (2012). Several industries
in the NBER CES have been aggregated to match those in the Pierce-Schott data (see Appendix E.3 for details of
data construction).

A59



Figure A10: Decomposition of Average Wage Effects of Trade Liberalizations

(a) Direct Effects of a bilateral 10% liberalization on the average wage

(excluding the Feedback Effect)
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(b) Decomposition of the Feedback Effect

(Multiplier = 1/ (1− 0.598) = 2.49)
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Notes: This figure uses equation (13a) to measure the contribution of different mechanisms to the average domestic
wage change (relative to a foreign numeraire) caused by a 10% bilateral reduction of tariffs. Panel (a) measures the
terms in parentheses in (13a) and Panel (b) estimates the multiplier. See Section 2.2 for the intuition behind each
mechanism.
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Figure A11: Examples of Products

Domestic Products
(a) Plates “Corelle” (b) Plates “MainStays”

UPC 071160 015449 UPC 018643 157371

World Kitchen, LLC Merrick Engineering, Inc.

Imported Products
(c) Bed Sheets “MainStays”, (d) Plates “Better Homes”, (e) Conditioner “Equate Beauty”,

Made in China Made in China Made in Canada

UPC 844178 030335 UPC 855602006 567 UPC 681131 124836

Jiangsu Royal Home USA, Inc. First Design Global, Inc. Wal-Mart Stores, Inc.

Notes: These products were photographed in a Wal-Mart store on September 16, 2017. Each barcode (UPC) is
split by a space into the firm prefix in the GS1 database and the part which identifies the product within a firm.
The country of origin (U.S., China, Canada) is from the product label, whereas the firm information is from GS1
record corresponding to the barcode prefix.
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